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Abstract
Hume famously described social institutions as eotienal equilibria in repeated
coordination games. He pointed out that conventasaghreatened by occasional
changes in incentives that induce players to devram the established path.
According to Hume'’s followers these temptations@agly offset by expectations of
conformity that turn conventions into social norimsthis paper we present
neuroscientific evidence that partly confirms tHismean insight. Breaches of
convention prompt reactions similar to violatiorisocial norms. However,
conformity to conventions is also sustained by tanahhuman tendency to follow past
regularities and to avoid uncertain prospects.

David Hume is the philosopher miduction passion andcustom These three pillars support
every archway in Hume’s philosophical edifice, frepistemology to ethics, social
philosophy, and political science. By highlightitige role of habits, induction and
sentiments, Hume left for his followers the mapslt of articulating in detail the ways in
which they jointly support and constrain human ¢tgn, sociality, and morality. For
Hume’s legacy includes also philosophical natunaliand naturalists expect philosophical
inquiry to make headway slowly — but steadily —-hathie progress of science.

In this paper we focus on a specific aspect of Haregacy, which is also one of the central
puzzles of modern social theory. Over the lasteliiecades the emergence and resilience of
social conventions and norms has been widely siualfeeconomists, philosophers,
psychologists, evolutionary biologists and anthtogsts. Progress has been fostered
especially by the development of new tools in tleaaf evolutionary game theory, which
have allowed the simulation of hypothetical scerstising rigorous mathematical and
computational techniqués.

In this paper we tackle these questions from auhfit angle: relying on the methods of
neuroscience, we try to identify the proximate ehusechanisms that are responsible for the
emergence and consolidation of social conventiodsn@rms through the repeated
interactions of small groups of individuals. Conparary research in social neuroscience
emphasizes the role played by circuits governingtemal reactions in the limbic brain

" Funded by ESRC/MRC grant RES-000-22-2392. Timavfiil and Hannah Enke’s assistance in running the
experiments is gratefully acknowledged. We takerkdponsibility for all the remaining mistakes.
1 E.g. Binmore (1998, 2006), Skyrms (1996, 2004)ydBand Richerson (2005), Gintis (2009).



(Adolphs 2003), and higher cognitive functionshe frontal cortex that enable strategizing
in complex social settings (Frith 2007). Some @ tesearch has relied on experimental
designs that have been widely used by economistpsychologists interested in the
foundations of human sociality. Social dilemma gasech as the Prisoners’ Dilemma and
the Ultimatum Game have featured prominently is thadition, and inevitably social
neuroscience has inherited their virtues and linoits.

It is by no means obvious, for example, that satileinma games are good models for the
repeated interactions that constitute the bulkunfsmcial life. Games like the Prisoner’s
Dilemma and the Ultimatum Game are particularlyawoilirable settings for pro-social
behaviour (or “cooperation”, for short). Each playeelf-interest is opposed to the interests
of the other players, and the individually ratiogtthtegy is never to cooperate in these
games. This is quite unrealistic, for in many rdalsituations cooperation is both
collectively and individually beneficial, and eaglayer has strong reasons to build a
reputation of reliable cooperator.

One swift solution is simply to abandon social wifea games and model life as a repeated
coordination game where the interests of all pleygee always aligned (Skyrms 2004,
Binmore 2006). This sounds too easy, however:ipulsite that cooperation &ways
individually optimal seems as unrealistic as taiass that it never is — we all face dilemmas
of cooperation that try our social conscience eveny and then. A realistic middle ground is
to recognize thaboth coordination and social dilemmas feature in oullydateractions, and
human sociality has evolved in the context of cargames of this kind.

In the next two sections we introduce a complex@described by Hume in his social and
political writings. Hume’s game consists in a seé coordination stage-games occasionally
interrupted by “Temptation rounds” that offer thgportunity to free ride at the expense of
the other players. Studying Hume’s game in the asaience lab reveals that pro-social
behaviour is partly sustained by emotions, as soelaroscientists have repeatedly
emphasized. More precisely, social conformity degifrom a natural human aversion to
ambiguity and uncertainty, modulated by a neurghKing system” located in the human
amygdala. The amygdala sustains a propensity imiglast regularities and social customs
that explains the resilience of conventions beythvednarrow boundaries of the coordination
games in which they have evolved. Neural evidehas tonfirms two important insights of
Hume and his followers, namely, that conventiomsi t® turn into norms, and that our
affective propensities play a key role in the emeag and resilience of social institutions.

1. Social coordination

Hume is considered one of the great precursorseojame-theoretic analysis of social
institutions? In a famous paragraph of tfieeatiseof Human Naturghe compares social
coordination with the action of two rowers in a boa

Two men, who pull the oars of a boat, do it by greament or convention, tho’ they
have never given promises to each other. Nor isuleeconcerning the stability of
possession the less deriv’d from human conventitias it arises gradually, and
acquires force by a slow progression, and by queated experience of the
inconveniences of transgressing it. On the contthrg experience assures us still

2 See Gauthier (1979), Sugden (1986), Binmore (1998)



more, that the sense of interest has become corntoradhour fellows, and gives us
a confidence of the future regularity of their caod And ’tis only on the
expectation of this, that our moderation and absite are founded. (Hume 1740:
Part Il, Section Il)

Two important ideas are expressed in this pasdagie:social institutions like property
rights areconventionghat arise from repeated coordination (the rowansilogy). Secondly,
inductive learning“experience”) is a crucial mechanism sustainioghhn conventions.

Hume’s insights were revived in the twentieth ceptwhen rational choice theorists were
finally able to model and analyze rigorously socabrdination. A simple symmetric
coordination game is represented in Table 1. Eéyephas two possible strategies, Left or
Right, and the numbers in each cell represent gagioffs (the first number for the row
player, the second one for column).

Left | Right

Left |1,1] 0,0

Right| 0,0 1,1

Table 1: A simple coordination game

Standard game theory, to be sure, does not giteparly helpful advice in situations of

this kind: a perfectly rational calculator cannotlzktter than flipping a coin and choosing a
strategy at random. In a seminal study of coordinagames Thomas Schelling (1960)
however noticed that in many real-life interactiovesare much more successful than purely
rational calculators. He argued that seeminglyauant features of the environment, such as
the position of the objects of choice or the wagythre labelled, function as cues that help us
converge on a common solution. A strategy thatasensalient by such features is called a
“focal point”, and in the course of repeated intian is likely to become a point of

attraction for the individuals in a given populatisee also Sugden 1986; Bacharach and
Bernasconi 1997).

Schelling’s hypothesis was mainly based on anetdgtanples and rudimentary
experiments, but recent more systematic studies banfirmed its validity (e.g. Mehta et al.
1994). Among the “irrelevant” details that can makstrategy salient, Schelling argued,
history plays an important role: “Precedence seems taiesesan influence that greatly
exceeds its logical importance or legal force”, &heére is [...] a strong attraction to the
status quo antg1960: 67-8). This idea was further articulatgdavid Lewis (1969) in his
classic book oi€onvention Lewis, who was mainly interested in the convemimature of
language, argued that a strategy can become ssilieply in virtue of the fact that it was
played by a sufficiently large number of peoplgiavious rounds of the game. When this
happens, we shall say that a “convention” has eetkirga given population.

2. Hume’s game

In normal circumstances conformity with a conventi® supported by rational self-interest:
we drive on the left because we want to avoid &t we say “cat” rather than “tac”
because we want to be understood by our interlogutee wear black at funerals because we
want to communicate our grief (cf. Hume 1740, Paection II; Lewis 1969). But rational



self-interest, on its own, is probably too slenaérasis for sociality. There are always
“trembling hand” accidents, to begin with, wheniinduals deviate by mistake from the
established equilibrium. These deviations may lanhg minor effects in payoff terms, but
can nevertheless generate confusion in the othgem, insinuating doubts regarding the
kind of game that is actually being played. And stimes the payoff structudoeschange,
because of some change in players’ preferencestbeir material incentives. Even though
coordination and cooperation are advantageous o e long run, a single individual may
forget it when faced with an attractive opporturigydeviate in the short run. This may
trigger further breaches of conventions, and underrithe mutual expectations of conformity
that constitute the basis of long-term social coaten.

Hume was aware of the problem. His vision of sddi@lcan be best represented as a
sequence of coordination games occasionally inpegcliby “Temptation rounds” that offer
an opportunity to gain at the expense of othergtay

All men are sensible of the necessity of justicentontain peace and order, and all men
are sensible of the necessity of peace and ordénéanaintenance of society. Yet [...]
such is the frailty or perverseness of our natling!impossible to keep men faithfully
and unerringly in the paths of justice. Some exttexary circumstances may happen,
in which a man finds his interests to be more pri@ady fraud or rapine, than hurt by
the breach which his injustice makes in the sagbn. (Hume 1777: Part I, No. V)

The game in Figure 2 tries to capture the struatfitee predicament highlighted by Hume
(we shall call it “Hume’s game”). Over an initilguence of uninterrupted coordination
rounds, two players have the chance to create\seotion of the Schelling-Lewis type. Over
time, however, the sequence is interrupted by “Tatign rounds” offering the possibility of
deviation to one player (Row) at the expense obther (Column). Let us suppose for
simplicity that only the row player (the “Potent@éviant”) is aware of the imminent change
of payoffs before a Temptation round. The otheygdColumn) is taken by surprise, and
offers Row a free-riding opportunity.

Left Right Left Right

Left | 50p,50p| 0,0 Left | 50p, 50p| £2,0
Right | 0,0 50p, 50¢ Right | £2,0 50p, 50p

Coordination round (C) Temptation round (T)

1 2 3 4 5 6 7 8 10 11 1213 14 15 1617 18 19 2021
C—-»C—-C—-»C—-C—-»C—-C»CH>T-C-C-CHT-CH-CHC->T-C-CHC->T

Figure 2: Sequence of Coordination and Temptatbomds in Hume’s game

Although the Potential Deviant faces an incentiveéviate at each Temptation round, she is
also potentially vulnerable to sanctions. Columry mv@éhdraw cooperation following a
breach of convention: a “trigger strategy”, in gatheoretic jargon, which may deter
deviations in the early rounds of the game. Atwbly last round, however, even this threat
becomes ineffective: the game will finish and theyprs will never meet again. At this point,



the Potential Deviant has no selfish incentivetitckgo the convention that has evolved thus
far.

Hume’s game is quite different from the situatitimst are typically analysed by game
theorists. It is, to begin with, a complex gameagied by combining two different strategic
settings’ There is radical uncertainty about the rounds @hatgoing to be played, and
players must rely on speculative conjectures atfaufuture. Although they are difficult to
analyse using the standard tools of game theomgptex games are very common in real
life. Social life is neither an infinitely repeat@disoner’s dilemma nor a pure coordination
game, but probably a combination of both. We rakelyw for sure what stage-game we are
facing, and even when we think that we know it,eéhjeilibria are often too many or too few
to allow the formulation of precise game-theoretiedictions.

Following a custom — a regularity that has evolwethe past, in a class of similar games —
provides a cheap solution to this predicament. id@a is very much in the spirit of the
Schelling-Lewis approach: if conventions help siifiyplg decisions when there are too
many equilibria, they may do the same trick whesréhare none. Humean theories in fact
belong to a broader tradition in economics anda@ciience that views institutions as means
to facilitate coordination and reduce transactiostg (North 1984, 1990). The convention of
paying a one percent fee on house sales for exazaplsave us a lot of time and bargaining
hassle, if | don’t know the costs of my estate age he doesn’t know my reservation price.
Or consider the classic problem of enforcing cans:gpayment and delivery of a good or
service do not always take place simultaneouslyhadouyers need to trust that the goods
will be delivered, the sellers that payment willdov.

To deal with these problems, successful societes keveloped institutions like courts,
merchants’ trades, watchdogs and arbitrators. idatmal customs and norms also
contribute substantially to reduce uncertainty adsaction costs. Successful conventions
however must be resilient — robust to the threaewiptation highlighted by Hume. While
external factors (for example, policing institutsoimat reduce the incentive to deviate)
certainly play a role, there may alsoib&rnal cognitive mechanisms that enhance the
resilience of conventions and facilitate sociailitycomplex games.

3. Scanning the Humean brain

Cognitive neuroscience is a branch of psychologytéal to studying the neurological
substrates of mental mechanisms. Over the lastidataas made quick progress thanks to
the improvement of hemodynamic imaging technigeaesh as fMRI and PET, which give
the opportunity to identify brain areas that agngicantly active during the performance of
cognitive tasks. Functional Magnetic Resonance intafMRI) allows the measurement of
blood flowing in the brain of human and animal gd§, via the detection of so-called
BOLD (Blood Oxygenated Level Dependent) signalsy@@nated blood feeds neurons, and
moves towards those areas of the brain that aréawbtsge at a given time. Because of the
lag between the firing of neurons and blood flowb(deconds on average), fMRI scanning
provides a relatively rough temporal map of braiargs, which is however compensated by
higher spatial precision than can be achieved fyyottmer existing technolodf.

% Complex games are remarkably understudied — lsu skman (2008) for an exception.
* Other technologies, such as electroencephalogrégalvg the opposite trade off: high temporal but $patial
precision. Notice that imaging data are not the/ aolurce of insight in cognitive neuroscience; ottiads of



Armed with imaging technology we can look at Hungésne in the experimental laboratory.
The experimental setting is the following: two wmiduals try to coordinate by pressing one
of two buttons named “Left” and “Right”. The plaganteract anonymously via a computer
network, and earn money whenever they convergb@same option. The subjects are told
that the game will be played for twenty-one rouadd that cumulative earnings will be paid
at the end of the experiment. They are also watim&dsome unspecified rounds may have a
“special” payoff structure, which may or may notregealed before the round is played.

Right at the start one of the subjects is sele@adomly and invited to lie in the fMRI
scanner. The screen of her PC is reflected viaremand her decisions are transmitted
using two buttons on a remote control. The sulgdmtain is scanned repeatedly before she
makes her decisions (the “decision period”), aneénvbhe receives feedback about the other
player’'s moves (the “outcome period”).

Our version of Hume’s game features four surprismptation stage-games at rounds 9, 13,
17, and 21. The other seventeen rounds are purdinabon games such as the one of Table
1. Deviation rates in Temptation rounds range betw40 and 53 percent. There is an
increasing — but statistically insignificant — tendy to breach the convention in later rounds,
perhaps because realise that the payoffs fromdwoordination decline as the end of the
game is approachimgStill, aimost fifty percent of Potential Deviartsoperate even in the
last round, when the “shadow of the future” has pletely disappeared.

So conventions tend to induce conformity in spitendividualistic incentives to deviate.
Several experimental subjects are willing to gipesame material gains and stick to the rule
of conduct that evolved in the early part of thengaThe interesting question, thenhawv

this happens: what proximate mechanisms make ctiomerrobust to disturbances and even
changes in the structure of payoffs?

4. Trembling hands and moral disgust

Subjects typically reach coordination between theth and the eighth round. Once a
convention is established, most of them keep cingasiunproblematically, and make money
by simply sticking to the rule. They apply the itlue principle that — other things being
equal — the other player will continue to behavslashas done until now, and she expects us
to do the same. Even before the first Temptatiomdo however, coordination is disrupted

by occasional “trembling hand” deviations. Figueeshiows activations in so-called

“outcome periods” for the other player, when stadizes that a trembling-hand deviation has
just occurred. The coloured areas represent regibiie brain where a statistically

significant increase in the level of blood has bédetected, compared with the control
condition (in this case, outcome periods after essful coordination).

evidence, such as lesion studies, give additioriatination concerning causal relations betweembrai
cognition, and behaviour (we shall see some exasgter in the paper).

® It is well known from experimental game theorytthabjects have difficulties applying backward intion
reasoning thoroughly (e.g. Johnson et al. 2002).

® This replicates previous experimental resultshsage.g. Guala and Mittone (2010).



QOutcome periods — Both players {normal rounds)

Deviate outcome periods

T score

Decision period — Player 1 (special rounds)

Deviate decision periods

Figure 3

Trembling-hand deviations from a convention elégtivations in thesubstantia nigrawhich

is part of thebasal ganglian the human mid-brain (mb). The substantia nigr@ssociated
(among other things) with the processing of sunpgigvents. In this case it probably reflects
the surprised reaction of experimental subjectswheir partners breach the convention
without apparent reason. This surprise, howevahaged with negative emotidndicated

by the arrow is the anteriarsular cortex(ins) A substantial body of previous research has
mapped insula activation onto a set of negativinige — such as pain — and emotions —
including anger, fear, and disgust.

In a much-publicized experiment, Sanfey et al. @0tave discovered that subjects who
receive unfair offers in a simple bargaining gathe Ultimatum game) display
disproportionate activation of the anterior instlbe Ultimatum game is a two-stage
sequential game which gives all the bargaining pdwéhe first mover. Two players receive
a sum of money (say, 10$) from the experimentet,ranst decide how to split it. Player 1
(the Proposer) makes an offer, which Player 2 Regponder) can only accept or reject. If
she accepts, they each get what the Proposer dfiéshe rejects, they walk out with
nothing. The rational equilibrium of this game igeay unequal split: Player 1 offers the
minimum amount possible (say, 1$) and Player 2@sdgecause it's better than nothing.

In practice, things do not work out this way. Expmnts in Western societies — where
fairness and equality are important values — remedn offers of around 40% of the cake,
and modal offers at 50%. Offers of 20% or lessreyected about half of the time. The fMRI



data of Sanfey and his colleagues confirm an ofubthesis in behavioural game theory:
emotions may sustain pro-social behaviour wheomatideliberation fails (Hirshleifer 1987,
Frank 1988). Anger and moral disgust force thectaa of unfair offers. The other players
know this, and do not try to exploit their bargampipower to their full advantage.

So it seems that exploratory behaviour in repeateddination games is received pretty
much in the same way as the violation of normsgofadity in the Ultimatum game: breaches
of convention hurt. But why do Potential Deviarnase? Disappointing fellow players may
have negative consequences in the complex gamiese¢haay in real life. For if | disrupt
others’ expectations

they will be surprised, and they will tend to expleny conduct discreditably. The
poor opinions they form of me, and their reproacpesishment, and distrust are the
unfavourable responses | have evoked by my faitummnform to the convention.
(Lewis 1969: 99)

This account can be generalized to cover a widessabf situations than pure coordination
games (Sugden 1998). The crucial mechanism is athgpcal human tendency to please
others: as social animals, human beings have l&kedyired through evolution a “basic
desire” to keep the good will of the members ofrtijeoup (Sugden 1986: 156). This basic
desire makes us feel uneasy when we become thet albjeesentment, as for instance when
we breach a convention. Add to this fact tvatresent it when other people frustrate our
expectations, and we have a plausible explanafiarng conventions tend to turn into social
norms.

5. The cautious brain

We also looked at decision periods before Temptatrounds, in the few seconds that
precede decision to conform. Two areas are invoiwvegxrticular: themygdala and the
orbitofrontal cortex What we know about these regions of the braimgssig an interesting
picture of decision-making in complex coordinatgames.

Conformist players display increased activatiothmamygdala, a limbic region of the brain
integrated in the dopaminergic pathway (Phelps 28@§mour and Dolan 2008). The
amygdala is involved in the processing of posiine negative emotions, in particular fear,
and it is known to interact with frontal areas lod torain during decision-making. While
subjects who stick to the convention have greatemaala activation during the decision
periods, those who deviate in Hume’s game displageractivation in the orbitofrontal
cortex (OFC) (Figure 3b,c).

Previous studies suggest that the OFC and the aateygark together to learn associations
between stimulus and reward. Hampton et al. (20€39rt fMRI scanning of two patients
with amygdala lesions, while engaged in a switely/sask that is in many ways similar to
our experiment. Subjects had to choose one of tioihs, each delivering a monetary gain
or loss with a given (but unknown) probability. Tir@babilities were not stable throughout
the game. On the basis of observed outcomes, bjecssihad to learn to switch buttons
when the probabilities changed (i.e. when presaibgtton became on average more
profitable).



Normal subjects displayed greater activity in tHe33during switch trials compared with
stay trials’ Interestingly, subjects with amygdala damage énekperiment of Hampton and
colleagues had anomalous (enhanced) OFC activypaced to normal subjects.
Behaviourally, the amygdala patients had problestaying”, and switched buttons too
frequently. This suggests that in normal subjeatsamygdala damps the OFC impulse to
deviate from a rule that has been followed untivn@/hile the OFC seeks new
opportunities, the amygdala acts as the “moderatocbnservative advisor in our brain.

The causal relations between OFC, amygdala, anavimeir have been studied by surgical
intervention in monkeys. In an instrumental leagnexperiment (Rudebeck and Murray
2008) monkeys with amygdala lesions switched m@guently to a recently rewarded
option following negative feedback (they persevdesdin following a learned rule), while
monkeys with OFC lesions continued to choose ptshorewarded options regardless of
negative outcomes (they persevemaate. This is the same tendency reported by Damasio
(1994) in experiments with the “lowa test”, wherE@impaired human subjects cannot
switch to more profitable decks of cards as norsnajects dé.

Notice that there is no social learning in thegeegxnents — subjects are reasoning about the
properties of natural (non-intentional) systemsit$®intriguing that amygdala and OFC
activations are inversely correlated in Hume’s gaoae Collectively, these data support the
hypothesis that OFC and amygdala play “opportuiistnd “moderating” functions across a
variety of decision and learning tasks, of socral aon-social nature alike.

It is well established for example that the amygdslinvolved in the recognition of
trustworthy faces (Adolphs et al. 2000) and theggtion of racial difference (Phelps et al.
2000). Clinical studies confirm that the amygdada h “gateway” function, screening
between safe and potentially threatening sociabsiins. Subjects with “Williams
Syndrome” manifest excessive friendliness towatdmgers and reduced capacity to
identify threatening social stimuli (such as anfggial expressions). Post-mortem and fMRI
studies indicate that Williams syndrome patienfgesdrom anomalies at the level of
amygdala-OFC interaction that impair their soamtibition mechanisms (they are too
friendly and trustworthy, especially with strangersee Meyer-Lindenberg et al. 2006).

Finally, high amygdala activity is associated witv transfers in economic trust gantesnd

its suppression using the synthetic neuropeptidgddin causes an increase of trusting
behaviour (Baumgartner et al. 2008). Interestin@lyytocin does not change subjects’
beliefs in the probability of a positive outcomey mloes it simply prompt a desire to benefit
others. Damping amygdala activity, rather, seemredace subjects’ anxiety regarding social
betrayal.

6. Punishment and uncertainty

The amygdala has a regulatory function on socibhteur. In particular, it acts as an alarm
system that signals potentially dangerous situatibmthe context of Hume’s game, this

" This is consistent with previous evidence thahiatials with OFC lesions find it difficult to revee an
association once it has been learned (e.g. Febmdd-arah 2005).

8 For a critical analysis of Damasio’s classic iptetation of the lowa Gambling Task, see Colomi{2aD8).

° In a trust game one player (the investor) serslmaof money to another player (the entrepren¢g)money
is doubled by the experimenter, and the entrepremesithe opportunity of sending back part, nonallof the
money to the investor.



raises the question efhatexactly the danger may be. Or, in folk-psycholobieams, what
are conformist subjects worried about?

Breaches of conventions may be associated (corsgiousubconsciously) with sanctions.
Sanctions are an important mechanism for the eafoent of social norms (Sober and
Wilson 1998) and come in many varieties — from gmsserbal reproaches and ostracism, to
material and physical punishment (Boehm 1999k itrilikely however that conformity is
caused by an internalized fear of material punistin?® recent study (Li et al. 2009) reports
differential brain activations in a trust game @dywith and without punishment. When
punishment is available, typical reward areas sscthe parietal cortex are activated in the
trustee’s brain. In the absence of punishment threaontrast, there is activation of the very
same regions associated with conformist behaviottume’s game — including amygdala
and OFC. Conformism without punishment exploit$éedént neural mechanisms and is not
merely an internalization of punishment threat.

If the amygdala is involved in detecting sociakthr, we must conceive the latter in much
broader terms than the punishment theory doesoidth we can only speculate at this stage,
we propose an interpretation that combines evideangng from both social and non-social
experimental tasks.

The amygdala is almost certainly involved in thalaation of probabilistic prospects. As in
standard decision theory, we must distinguish betwiek anduncertainty current work in
cognitive neuroscience suggests that the evaluafiosky prospects (whem@bjective
probabilities are involved) takes place in morelesd, “higher” regions of the brain such as
the medial prefrontal cortex (MPFC) (Knutson eRD5). In contrast, the evaluation of
ambiguous and uncertain prospects (where objechimaces are unknown and actors must
rely on theirsubjectiveestimates) relies on visceral signals from thdiabrain. Hsu et al.
(2005) for example report significant increasearnmygdala-OFC activation in tasks with
ambiguous and uncertain prospects (e.g. the nuaflv@nning cards in a deck is unknown)
compared with risky tasks (where the number of @ dknown)'°

Notice that there is little to calculate in Humgame: there are no objective probabilities
upon which one can build an objective estimateautfre rewards, and the reaction of the
other players adds an extra element of uncertatrp from a neural point of view following
a social rule has less to do with the belief-uptpbf a Bayesian calculator than with the
trial-and-error attempts of an animal who has teecwith uncertainty. The main reason why
conformist subjects stick to conventions is thalthreaverse to uncertaintya braking
mechanism that prevents the exploitation of shartadvantages at the expense of long-
term stability of reward?

19 See also de Martino et al. (2006).

™ Moreover, there is no difference in mPFC activatietween conformist and deviant subjects in Hume'’s
game. The only mPFC significant activations takecelduring outcome periodfter Temptation rounds, when
a convention has been breached. They probablctéfie attempt to make sense of the deviant’s hetalby
“simulating” their decision on the basis of the anal payoff structure of Temptation rounds.

2 There is also a small cluster of activation (abiduitvoxel) in the left dorsolateral prefrontal @r{DLPFC)
of conformist players (not displayed in Figure Bje DLPFC mediates between emotive impulses arg} lon
term, abstract, or impersonal rewards (Greene @084, Hare et al. 2009). Conformity thus seemesalt, at
least in part, from inhibition — resisting temptettin social games. We have strong evidence fosatau
inference here: when the DLPFC is temporarily “krextdown” using transcranial stimulation, subjects
playing the Responder in the ultimatum game acgefair offers more frequently than subjects wittyfu
functioning DLPFC (Knoch et al. 2006a, 2008). Thieralso evidence that DLPFC controls behaviour by

10



From an evolutionary point of view, it is possilthat our attitude towards uncertainty has
been shaped by the pressure of social selectiacording to the “Social Brain” hypothesis
(Dunbar 1998) many characteristic cognitive funtsiof homo sapiens evolved to cope with
the complexity of coordination in relatively largecial groups. If the Social Brain
hypothesis is true, in other words, we may be a&/grsincertainty because following
customs is advantageous in social decision-making.

The sensitivity of the amygdala to racial differea¢Phelps et al. 2000) finds a natural
explanation in this context. Social group boundafiecluding race) signal that we are
entering a morally ambiguous zone where the usisibans and rules do not necessarily
apply. The transgression of social conventionseneelatively recent and transient rules
such as those that we observe in Hume’s game -aplyplriggers the same alarm system:
the amygdala limits our explorations into socialhycertain terrain.

7. Social norms and predictability

The breakdown of social customs is an extremelyomamt source of uncertainty for homo
sapiens — thenostimportant one, perhaps, in terms of fithess. Cioatebn required the
recruitment of an alarm system in the human btamamygdala, devoted to the detection
and inhibition of ambiguous situations. Social dtign then may result from a compromise
between two desiderata: maximizing the advantafjptaohiavellian reasoning and
exploratory behaviour for the exploitation of nepportunities; but also maximizing
reliability and predictability for the sake of comation. These desiderata often pull in
opposite directions, and behaviour in Hume’s gasflects different ways of coping with
this tension. Conformity with social norms and cemtions is enhanced by a neural “braking
system” that guarantees a degree of stability ite € changes in incentives and
uncertainties in the payoff structure.

These claims are largely consistent with the emplwaspro-social emotions that pervades
contemporary social neuroscience (Adolphs 2003je8iand Fehr 2005, Frith 2007). Our
theory departs from the latter, however, in onedrtgnt respect. While we agree with
evolutionary and neuro-psychologists that highgnadve functions located in the human
cortex provide crucial skills — such as the intetption and anticipation of other people’s
intentional states — that allowed our ancestodetelop complex forms of sociality (e.g.
Tomasello et al 2005, Amodio and Frith 2006), imn aew they do not explain the very
human capacity to preserve social cooperationite g incentives to defect from the social
contract. In fact, sociality is to some extent mpdssible by mechanisms tlwaterrideour
strategizing capacities and stabilize behaviowoimplex environments.

Stable, predictable behaviour has obvious advastdgentrary to formal game theory, in

real life we are never entirely sure what kind afrges we are playing. We can never monitor
exactly the payoff structures or the informatioattis available to our opponents, to begin
with. Moreover, we often play several games on i#\ables at once, and bystanders rely
on our moves to predict what we shall do in analsgiut rarely identical) future games
(Sugden 1986: 155-157; Ross 2005: 282-289). Cussinmdify decisions enormously in
such circumstances, eliminating the requiremegbottantly monitoring incentives, and

limiting exposure to uncertain prospects. Inhilritaf DLPFC increases risk-taking behaviour (Knothle
2006b); excitation using direct current stimulationcontrast, makes subjects abnormally aversmtertainty
in gambling tasks (Fecteau et al. 2007).
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grouping entire classes of games under the santgnige&ignalling conformism is one way
of saying that you are reliable — a predictablenagéth whom to play (complex)
coordination and cooperation games in the future.
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