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1. INTRODUCTION

Experimental economics has been the protagonist of one of the most stunning methodological revolutions in the history of economics. In less than three decades economics has been transformed from a discipline where laboratory experimentation was considered impossible, useless, or at any rate largely irrelevant, into a science where some of the most exciting discoveries and developments are driven by experimental data. From a historical point of view, we still lack a detailed and comprehensive account of how this revolution took place.¹ The methodological literature, in contrast, is relatively rich – partly because the founders of experimental economics were driven by serious philosophical concerns about the state of their discipline, and partly because philosophers of science are becoming increasingly interested in this new approach.

Like many other scientific disciplines, experimental economics raises a number of interesting philosophical issues. Given the limits of space, it will be impossible to cover them all. I will rather focus on the topics and problems that have attracted most attention in the literature so far, reserving some space at the end for a survey of other relevant issues. The central philosophical problem of experimental economics concerns the validity of experiments. Following an established tradition in psychology, the issue of validity can be analysed in at least two sub-problems, internal and external validity. Internal validity is the problem of understanding the working of a causal relation or causal mechanism within a given experimental setting. External validity is the problem of generalising from a given experimental setting to some other situation of interest.

The two validity problems however are more or less tightly related to a number of other issues in the philosophy of science and the methodology of economics in particular. Before we come to the core of this chapter, then, we will have to cover briefly important topics such as the relation between theory and empirical evidence, the role of experimentation, the notion of causation, confirmation and theory testing, and so forth. In doing that, I shall try to bridge the gap between the fairly abstract way in which such problems are addressed in the philosophy of science literature, and the way they arise concretely from the practice of experimental economics.

1.1 The concept of experiment

What is an experiment? Despite its prominent role in scientific practice, until recently the notion of experiment was rather peripheral in the philosophy of science literature. Traditional epistemology tended to endorse a theory-centred view of scientific knowledge, according to which what we know is encapsulated in our (best) theories, and the latter are supported by the available empirical evidence. Under the influence of logical positivism philosophers of science in the 20th century have come to represent empirical evidence as sets of linguistic reports of perceptual experience. Indeed, in the 1960s and 1970s, prompted by the work of Popper, Quine, Kuhn, and Feyerabend,

philosophers of science even came to doubt that a sharp distinction between theoretical and observational statements could be drawn in principle. As Karl Popper puts it in an often-quoted passage, “theory dominates the experimental work from its initial planning up to its finishing touches in the laboratory” (1934, p. 107).

During the 1980s a series of studies of experimental practice challenged the theory-dominated approach. However, the new studies of experiment came up with a rather patchy view of experimentation; a new consensus seemed to coalesce around the view that what constitutes an experiment – and especially a good experiment – may well be a context-dependent matter that cannot be settled by a priori philosophical analysis. Different disciplines and different epochs have endorsed different standards of experimental practice, thus making it very difficult to come up with a unified normative philosophical account. If this is right, a philosophical analysis of the notion of economic experiment must emerge from the study of experimental practices in economics. This approach – as a useful heuristics, rather than as a philosophical thesis – will be adopted in this chapter. At this stage, then, it will only be possible to sketch a preliminary, and admittedly vague notion of experiment.

So what is, intuitively, an experiment? The key idea is control: experimenting involves observing an event or set of events in controlled circumstances. It is useful to distinguish at least two important dimensions of control: (1) control over a variable that is changed or manipulated by the experimenter, and (2) control over other (background) conditions or variables that are set by the experimenter. Both dimensions involve the idea of design or manipulation of the experimental conditions: the experimental laboratory is in some intuitive way an “artificial” situation compared to what is likely to happen in the “natural” or “real” world.

An experiment is usually designed with the aim of getting a clear-cut answer to a fairly specific scientific question. As we shall see, many different kinds of questions can be answered in the laboratory. But typically, such questions regard the mutual dependence of some variables or quantities, and in particular the causal relations holding between them. Consider for example a classic medical experiment: here the main question is the effect of a certain drug (X) on a given population of patients suffering from the symptoms of a disease (Y). The experimenter divides a sample of patients in two groups and gives the drug to the patients in one group (the “treatment group”). The variable X (drug) is thus directly controlled or manipulated by the experimenter, who then measures the difference in recovery rates between the patients in the two groups. In order for the comparison to be useful, however, the researcher must make sure that a number of other “background conditions” (for example the other drugs taken by these patients, their age, general health, psychological conditions, etc.) are kept under control – for if the two

---

2 Hacking (1983) is widely recognized as the precursor of this “new experimentalism”. Useful surveys of the literature can be found in Franklin (1998) and Morrison (1998).

3 These terms are misleading if taken literally – of course a laboratory situation is as real or natural as anything that happens spontaneously, because scientists are part of the natural real world. Keeping this in mind, however, I’ll keep using these expressions for simplicity throughout the chapter.
groups are too different in other respects, we will never know whether the changes are to be attributed to the manipulated variable (the drug) or not.

The experimental method is widely accepted in the medical sciences as well as in physics, chemistry, biology, and other advanced sciences. There are, to be sure, debates concerning the importance of specific experimental procedures, and also regarding the status of experimental vis a vis other kinds of data (is non-experimental evidence necessarily of an inferior quality than experimental evidence, for example?). But very few respectable medical researchers, say, would dare questioning the usefulness of the experimental method in general. In contrast, many economists and philosophers find the idea of experimenting with social phenomena dubious, if not plainly ridiculous. This was once the received view in economics, and it took many years for experimental economists to convince their peers that their project was worth pursuing.

1.1 Traditional objections

Economists have generally worried about the practical hurdles that make experimentation difficult or ineffective: experimentation in economics may well be possible in principle, in other words, but is usually unfeasible for unfortunate contingent reasons. John Stuart Mill presents this idea in full-fledged form already in the nineteenth century:

There is a property common to all the moral sciences, and by which they are distinguished from many of the physical; that is, that it is seldom in our power to make experiments in them. In chemistry and natural philosophy [i.e. physics], we can not only observe what happens under all combinations of circumstances which nature brings together, but we may also try an indefinite number of new combinations. This we can seldom do in ethical, and scarcely ever in political science. We cannot try forms of government and systems of national policy on a diminutive scale in our laboratories, shaping our experiments as we think they may most conduce to the advancement of knowledge. (Mill 1836, p.124)

This view has been dominant until at least the 1980s: there is nothing intrinsic to economics that prevents us from applying the scientific methods of the natural sciences. The limitations are only of a practical kind, for the phenomena we are interested in are typically “macro”, and unfortunately economists cannot experiment with firms, markets, or entire countries in the same way as a biologist can experiment with a cell or a population of fruit flies.

The obstacles to experimentation thus have mostly to do with size and lack of access (and as a consequence, lack of control). These two obstacles of course are not unrelated, lack of access being often derivative from the big size of the object of study. One key move against practical objections consisted therefore in showing that, contrary to the received opinion, economic phenomena can be studied on a small scale, and that it is possible to achieve control of the most important variables of a small-scale economic system.

\[^{4}\text{Cf. Worrall (2002) for a discussion of so-called “evidence-based medicine”.}\]
The study of small-scale laboratory economies became a legitimate method of inquiry only after World War II. Post-war economics was characterised by a number of important transformations. Following Morgan (2003a), we can summarise by saying that in the middle of the twentieth century economics was in the process of becoming a “tool-based science”: from the old, discursive “moral science” of political economy, to a scientific discipline where models, statistics, and mathematics fulfilled the role both of instruments and, crucially, of objects of investigation. In this sense, the rise of modelling is probably the most relevant phenomenon for the birth of experimental economics. Whereas from Mill to Marshall it was more or less taken for granted that economics was concerned with the study of “real-world” markets, it was now possible to argue that economics was concerned with the study of whatever could be modelled by economic theory.

Walrasian economic theory however posed a serious obstacle to laboratory experimentation, for among the various conditions introduced to prove the existence of a unique efficient market equilibrium, the theory postulates a high (indeed, infinite) number of traders with perfect information and no transaction costs. One of the early important results of experimental economics was precisely the demonstration that in practice neither a high number of traders nor perfect information are necessary for the convergence of laboratory markets to competitive equilibria (Smith 1962). This result, together with the new systematization of microeconomics around expected utility and game theory, laid down the preconditions for the laboratory revolution to take place. As soon as economic theory turned to the study of small-scale systems, experimental economics became a real possibility.

Charles Plott, one of the pioneers of experimental economics, expresses this thought with great clarity: experimental economists had to remove two “constraints” that stood in the way of laboratory research:

The first was a belief that the only relevant economies to study are those in the wild. The belief suggested that the only effective way to create an experiment would be to mirror in every detail, to simulate, so to speak, some ongoing natural process. […] As a result the experiments tended to be dismissed either because as simulations the experiments were incomplete or because as experiments they were so complicated that tests of models were unconvincing. […] Once models, as opposed to economies, became the focus of research the simplicity of an experiment and perhaps even the absence of features of more complicated economies became an asset. The experiment should be judged by the lessons it teaches about the theory and not by its similarity with what nature might have happened to have created. (Plott 1991, p.906)

According to such an approach, experimental economics is theory-driven, just like economics as a whole. Useful experiments are always theory-testing experiments, in other words.
2. THEORY AND EXPERIMENT

It is generally agreed now that experiments have many more functions in economics than just theory-testing (Roth 1995, Smith 1982, 1994, Friedman and Sunder 1994). Plott’s position however has been highly influential for many years and is worth discussing in some detail. One major advantage is that it promises to solve internal and external validity problems with a single stroke. By focusing on theory-testing one can perform the remarkable trick of generating knowledge that is automatically generalisable to non-laboratory conditions:

The logic is as follows. General theories must apply to simple special cases. The laboratory technology can be used to create simple (but real) economies. These simple economies can then be used to test and evaluate the predictive capability of the general theories when they are applied to the special cases. In this way, a joining of the general theories with data is accomplished (Plott 1991, p. 902).

General models, such as those applied to the very complicated economies found in the wild, must apply to simple special cases. Models that do not apply to the simple special cases are not general and thus cannot be viewed as such (ibid., p. 905).

This view is strikingly similar to philosophers’ Hypothetico-Deductive (HD) model of testing:

\[(1) \ T \rightarrow O \]
\[(2) \ \sim O \]
\[\hline\]
\[(3) \ \sim T \]

\(T\) is a scientific theory or model, and must include some universal statements (laws) of the form: “For all objects \(x\), if \(x\) has property \(P\) then it must also have property \(Q\)”. The argument represented in (1-3) is a case of \textit{refutation of falsification}, where the predicted observational statement \(O\) turns out to be false, and this prompts the conclusion that the theory \(T\) must also be false. Falsification of course only accounts for half of the story. Plott says nothing about the other important case, when the evidence seems to confirm the hypothesis under test.\textsuperscript{6} It is also important to notice that we are assuming here a particularly tight relationship between the theory and the experimental claim that is being tested. In the above examples, the relation is maximally tight, i.e. deductive \((T \text{ implies } O)\). But is this a correct representation of what goes on in real experimental practice? In order to answer this question, we must have a look at a concrete example.

\textsuperscript{5} Similar claims can be found in Wilde (1981, p. 143), Smith (1982, p. 268), Loomes (1989, p. 173).

\textsuperscript{6} The neglect of confirmation is probably due to the vague Popperianism that informs much economic rhetoric and practice. But it may also be a tactical neglect, for the case of confirmation is much more problematic for Plott’s position. The observation of \(O\), in fact, does not elicit any \textit{deductive} inference to the truth of the theory \(T\); we need induction. An inductive inference from \(O\), however, does not necessarily warrant the conclusion that \(T\) is the case. Whether it does or not, depends on the theory of inductive inference one decides to adopt. We shall come back to such issues in section 3 below.
2.1 An economic experiment

As a matter of historical record, it is undeniable that experimental economics was initially motivated by the desire to test propositions derived from economic theory. “Gaming” – playing game-theoretic problems for real – was common practice in the small community of game theorists in the 1940s and 50s (cf. e.g. Shubik 1960). Some paradigmatic experiments of this period, like the famous “Allais paradox” (Allais 1953), were explicitly devised to test the implications of von Neumann and Morgenstern’s expected utility theory. And Vernon Smith’s experiments with market institutions were originally presented as testing some propositions of the neoclassical theory of competitive markets (Smith 1962). In this section however we shall examine a more recent experiment, as an example of productive interaction between theory and experimentation. In 1988 Jim Andreoni reported in the American Economic Review the results of an experiment that has become a little classic and has since been replicated several times. The experiment – known as the “Partners and Strangers” design – belongs to the family of so-called “public goods” experiments.

Public goods experiments investigate an important but disputable proposition of economic theory, namely that the absence of property rights over certain goods leads inevitably to their under-production. A so-called public good has two essential characteristics: it is (a) nonrivalled and (b) nonexcludable. This means that once it has been produced, (a) many people can consume it at the same time and (b) you cannot make individuals pay for what they consume.

We can start by representing the situation in terms of the familiar prisoner’s dilemma game, as in Table 1. As customary, the first number in each cell represents the payoffs of the row player, the second one of the column player. Notice that given the other player’s move, “defect” always generates a higher payoff than “cooperate.” In game-theoretic jargon, “defect” is a dominant strategy. But then if all players play the dominant strategy, they end up with a Pareto-inferior outcome.

A public goods game is basically a prisoner’s dilemma game with a higher number of players and strategies. Each player has an endowment of $x$ tokens, to be divided in two separate accounts. The first account is “private”, and guarantees a unit of profit for each invested unit; the second is “public” and gives a fraction of the profits of the total number of tokens invested by all the players. For example, suppose there are five players with 50 tokens each. Suppose also that the “production function” of the public good is .5 (each player gets half of the total number of tokens invested in the public account). If everybody invests 25 tokens in the public account, their revenue will be equal to

\[ 25 \text{ [from the private account]} + (25 \times 5)/2 \text{ [from the public account]} = 87.5 \text{ tokens.} \]
In the standard public goods game all players play simultaneously and anonymously – at the moment of taking her decision, each subject ignores the identity of the other subjects in her group, and how much they are contributing. According to standard economic theory, the public good should not be produced, that is, there should be no contribution to the public project. This conclusion is reached by assuming that each player is indifferent to the others’ payoffs, tries to maximise her own monetary gains, and is perfectly rational in the sense of Nash rationality. Under these assumptions the best move – regardless of what the others do – is to contribute nothing. If the others do not contribute anything, why should one give her own tokens, given that she would get back only half of each token contributed to the project? If the others do contribute one token, it is still best not to contribute anything, and to enjoy the fruits of the others’ contribution plus one’s own full endowment. And so on: this reasoning can be iterated for all levels of contribution, and the moral will always be the same.

The Nash solution however is “Pareto-inferior” or sub-optimal with respect to the outcome that would be achieved if everybody were willing to cooperate by contributing to the public account. Using the previous example, in fact, it is easy to calculate that the Nash solution (contribute nothing) gives each player an individual payoff of

\[50 + 0/2 = 50 \text{ tokens.}\]

The Pareto-optimal solution, instead, would have everybody contributing their full endowment to the public project, thus achieving

\[0 + (50 \times 5)/2 = 125 \text{ tokens.}\]

Despite the “irrationality” of cooperation, many experimental subjects are willing to give it a go. In a standard one-shot public goods experiment it is common to observe an average level of contribution of about fifty percent of the endowment. If you let the subjects play the game more than once, however, giving them constant feedback about the payoffs and the average contribution levels in previous rounds, their behaviour seems to change. The relatively high initial levels of contribution tend to diminish over time, converging toward the Nash equilibrium. These two phenomena are sometimes referred to in the literature as “overcontribution” and “decay” (cf. Ledyard 1995).

Notice that in a finitely repeated game, according to standard economic theory, a rational *homo oeconomicus* who tries to maximise his monetary payoffs should still contribute nothing to the public account right from the start. It is a counterintuitive result, obtained by means of “backward induction”: in the last round it makes no sense to cooperate, because the game will not continue and thus there is no point in maintaining a reputation of cooperator. Whatever the others do, one is better off by free riding, just like in the one-shot game. But everybody knows this, and so at the penultimate round they will not cooperate because they know that at the last round the others will not cooperate. And so

---

7 A Nash equilibrium is such that the strategy implemented by each player is the best move given the strategies of the other players: in equilibrium, no player has an incentive to change her own strategy, in other words.
on until one reaches the first round of the game: in theory, it is never rational to cooperate.

But in reality, as we have seen, we observe overcontribution and decay. The fact that cooperation is not robust to repetition has suggested the following explanation: initially perhaps some players do not understand the logic of the game. As the game proceeds, they understand that there is a unique equilibrium and that one must always defect. This explanation has stimulated the creation of models with “error and learning”, in which individuals contribute initially above the Nash equilibrium, but slowly converge towards it. Not all the observed initial cooperation however may be due to errors. If some individuals are prone to make mistakes, in fact, some free riders could try to exploit the situation by offering cooperation at the beginning of the game and defecting towards the end. This hypothesis of “strategic play” has been modelled formally by a group of game theorists (Kreps, Milgrom, Roberts and Wilson (1981) – the “Gang of Four” as it is sometimes called) and has provided material for further experimental tests.

In his experiment, Andreoni (1988) has tried to test both the “learning” and the “strategic play” hypotheses. His two main conditions are variants of the baseline public goods game, where subjects play with an endowment of fifty tokens, for ten rounds, in groups of five players. The first important variant is that there are two types of groups: “Partners” who play always with the same players (under anonymity), and “Strangers” who change group at every round. In a group of Partners it could make sense to play strategically in order to build a reputation of cooperative player. In a group of Strangers instead, to build such a reputation is pointless, and a rational player should always defect.

The first interesting result reported by Andreoni is that Strangers do not contribute less than Partners, contrary to the hypothesis of strategic play. As shown in Figure 1, surprisingly, Strangers actually contribute more. The other interesting result concerns the learning hypothesis. Andreoni introduces a simple interruption in the middle of the game, and observes that a break of just a few minutes is sufficient to raise the average contribution to the level observed at the beginning of the game (Figure 2). The idea that decay is due to learning is therefore discredited – or, at any rate, if learning takes place it must be of a very fragile kind.

2.2 The Duhem-Quine problem

In some obvious sense, Andreoni’s experiment is aimed at theory-testing. The Partners/Strangers design is clearly motivated by the model of the “Gang of Four”, for example. It is important to notice nevertheless that the relationship between model and experimental design is quite slack. Kreps and his colleagues for example do not model a public goods game situation explicitly. Their theoretical analysis focuses on related
games like the prisoner’s dilemma, and Andreoni simply assumes that it can be extended unproblematically to public goods situations. In the case of learning, similarly, Andreoni does not test specifically any of the various models that have been proposed in the literature. He focuses instead on a broad proposition (that learning is somehow robust to short interruptions) that seems to be implicitly assumed by all such theories.

Notice also that the very concept of “economic theory” under test is not so clear-cut after all. Standard microeconomics does not impose strong restrictions on the contents of individual preferences. An agent can in principle maximise all sorts of things (her income, her fun, her sleep) and still behave “economically”. In order to make the theory testable, therefore, it is necessary to add several auxiliary assumptions regarding the contents of people’s preferences (or, equivalently, regarding the argument of their utility functions), their constraints, their knowledge, and so forth. In our example, Andreoni is really testing only a very specific prediction obtained by adding to the basic theory some strong assumptions about people’s preferences, e.g. that they are trying to maximise their monetary gains and do not care about others’ payoffs.

We are of course dealing with a typical Duhem-Quine issue here. Experimental results usually do not indicate deductively the truth/falsity of a theoretical hypothesis in isolation, but rather of a whole body of knowledge or “cluster” of theoretical and auxiliary hypotheses at once. Formally, the Duhem-Quine thesis can be presented as follows:

\[(4) \ (T \& A_1 \& A_2 \ldots A_i) \rightarrow O \]
\[(5) \sim O \]
\[(6) \sim T \lor \sim A_1 \lor A_2 \lor \ldots \lor A_i \]

The argument states that from (4) and (5) we can only conclude that at least one element, among all the assumptions used to derive the prediction \(O\), is false. But we cannot identify exactly which one, from a purely logical point of view. The last point is worth stressing because the moral of the Duhem-Quine problem has been often exaggerated in the methodological literature. The correct reading is that deductive logic is an insufficient tool for scientific inference, and hence we need to complement it by means of a theory of induction. The Duhem-Quine problem does not imply, as sometimes suggested, the impossibility of justifiably drawing any inference from an experimental result. Scientists in fact do draw such inferences all the time, and it takes a good dose of philosophical arrogance to question the possibility of doing that in principle. What we need is an explication of why some such inferences are considered more warranted than others. If, as pointed out by Duhem and Quine, deductive logic is insufficient, this must be a task for a theory of induction.⁹

---

⁸ Cf. Duhem (1905) and Quine (1953).
⁹ I’m using the term “theory of induction” broadly, because such a theory does not necessarily have to be modeled on deductive logic as we know it. We could have a sociological theory of induction, for example, along the lines of Collins (1985), a cognitive psychological theory such as Giere’s (1988), and so forth.
2.3 Testing theoretical models

As pointed out earlier the theory-testing position, as formulated by Plott and others, tries to solve both problems of validity at once. The Duham-Quine problem is an obstacle for this project, to the extent that experimental results do not seem to imply deductively the truth or falsity of a particular scientific hypothesis. It is not, however, an insurmountable obstacle, provided we can define an adequate set of inductive rules to tackle Duhemian problems in a non-trivial range of situations. If this were possible, the theory-testing view would be vindicated.

Still, there are other implicit assumptions behind the Plott position that ought to be challenged. The theory-testing view assumes that theories come fully interpreted and presented in a form that makes them amenable to direct empirical testing. Remember the key passage in Plott’s argument: the laboratory is a legitimate testing domain because economic models are unrestricted or universal in scope of application. So whatever situation falls in the domain of the theory (within or without the laboratory) is a legitimate testing site. But what is the domain of economic theory?

Robin Cubitt (2005) distinguishes between three different relevant domains of an economic model: the base domain, the intended domain, and the testing domain. The base domain is a set of situations or phenomena to which the theoretical model seems to be unambiguously applicable – for example the domain of random draws from an urn, for a model of individual choice under risk. The intended domain, which does not necessarily coincide with the base domain, is instead the set of situations to which the model is expected to apply – the set of phenomena we want the model to explain, which is usually broader than the base domain. (We expect a theory of choice under risk to throw light on, e.g., insurance purchasing, to use Cubitt’s example.) The testing domain, finally, is the set of situations where the theory can be legitimately tested, and in principle there does it should not necessarily be identical with any of the previous two.

Using this framework, one can read Plott as saying that the testing domain of a model must include its base-domain. Cubitt instead takes a more cautious stance. He argues that the base belongs in the testing domain only prima facie, i.e. unless there is some clearly specified reason to believe that the base and the intended domains differ in important respects. Economic models, in other words, are usually put forward with a certain target in mind – a set of phenomena or mechanisms they are intended to explain. The intended domain of a theory is often only vaguely specified, which explains why it is tempting to do away with it and simply interpret the theory literally. Interpreted literally, however, the theory applies only to a rather narrow set of phenomena (the base domain). We still need an argument showing that results obtained in the base carry over to the intended domain. Cubitt suggests that we should take this as the default case, absent a proof to the contrary.

There are many ways of “naturalising” the study of inductive inference, and the approach endorsed in this chapter is by no means exclusive.
I shall return to this argument later on. For the time being, it is important to realise that even the base domain of a model cannot always be sharply identified. In translating an abstract model into a concrete design, a series of decisions have to be made at various steps during the translation, many of which are highly arbitrary. For example, there is no particular theoretical reason why there should be four, five, or fifty subjects in each group of a public goods experiment; there could be more or less. Similarly, the theory does not say much about the production function; in theory, it should not matter, although in practice we suspect that it might. At no point the theory identifies the “right” design for experimental purposes, in other words. As Marc Isaac (1983) points out, one great virtue of laboratory work is that it forces to operationalise theoretical models, and in doing so the scientist is led to reflect on several aspects of the model and the experiment that wouldn’t otherwise have been considered problematic.

Perhaps we should simply recognise that in empirical work we are never really testing a theoretical model, but rather one of its (many) possible interpretations or applications (Guala 2005a, Ch. 10; Hausman 2005). In this sense, then, an experiment in the base domain does not speak unambiguously about the truth/falsity of a theoretical model. It rather tells us something about the way it can be operationalised. But there are many ways of operationalising the model, some within and others outside the base domain. An inferential move from an experiment in the base domain to one in the intended domain requires independent justification. If this is the case, then, why has the base domain of theories become a privileged site for experimentation? In order to answer this question it will be necessary to investigate some important similarities between theoretical models and controlled experiments.

2.4 Models and experiments

To operationalise, or to transform a theoretical model into an applied one, may be conceived of as a process of adding more detail to the description of a given situation. During such process, one moves progressively from abstract towards a concrete account (Cartwright 1989, Ch. 5). This conception is consistent with a linguistic view of scientific models – i.e. of models as set of propositions. Plott and Cubitt seem to have a linguistic view in mind, when they speak of theoretical models being able to specify (or not) their own domain of application. An alternative view, which has gained the status of quasi-orthodoxy in contemporary philosophy of science, in contrast sees models as structures – sets of entities with certain relations and properties. Under this approach – known as the “semantic view of theories” – a more concrete model is an object endowed with more realistic properties than its abstract counterpart. Speaking of models as objects or structures leads naturally to emphasise the analogies between models and experiments. In this section we discuss their relation along three important axes, namely the manipulative, the representative, and the isolative analogy.

Morrison and Morgan (1998) claim that many scientific models work as “mediators” between the abstract principles of a scientific theory and empirical reality. In a mediating model theoretical principles are combined with substantive information from the real world, to create a tool that can be used to investigate both realms: the theoretical realm by
deriving interesting implications that were not obvious from an examination of the theory itself, and the real world by deriving testable predictions about observable phenomena. Morrison and Morgan’s account of mediating models draws explicitly from the philosophy of experiment of the 1980s, in particular from the work of those scholars, like Ian Hacking (1983), who have emphasized the importance of intervention and manipulation in experimental science. Morrison and Morgan highlight the analogies between reasoning with models and experimental reasoning by stressing the importance of intervention and manipulation in either realm. This is the “manipulative analogy” between experiments and models, as I shall call it from now on.

Recent philosophical work on experimental economics has traveled the same path backwards, so to speak, from models to experiments. Economic models and experiments are both “mediating” entities, surrogate systems that can be used to study other entities that are too big or small in size, too complex, or too distant to be directly investigated (Guala 1998, 2005a). The “mediators” idea originally was meant to highlight that a laboratory experiment is rarely the final step in a research project, for experimental results must eventually be transferable to the real world systems that constituted the original target of research. Using Cubitt’s terminology, the mediating metaphor highlights the gap between the testing domain and the intended domain, which ought to be bridged by a special inferential move (an external validity inference). Besides the manipulative analogy, thus, there is also a “representative analogy” between experiments and models: both stand for some other system, or set of systems, that is the ultimate target of investigation.

Finally, the “isolative analogy” highlights that both experiments and models derive their inferential power from their being designed so as to (1) eliminate some real-world complications, and (2) keep some potentially disturbing factors “fixed” in the background (see Boumans and Morgan 2001; Mäki 2005; Morgan 2005). Theoretical models – especially the most abstract ones – ignore or assume away several properties of real economic systems that are potentially relevant for their behavior. This sort of abstraction or isolation results in a simpler model that is more amenable to analysis, and is therefore typically justified on heuristic or pragmatic grounds. The experimental counterpart of a simple (relatively abstract) model is a relatively simple experiment in the base domain of that model. Such experiment will also be more amenable to manipulation, and interpretation. For this reason economists tend to privilege experiments in the base domain of a theory, at least at the beginning of a research program. Experimenters replicate the base domain because they try to instantiate the isolative assumptions of the model.

Uskali Mäki (2005) has formulated probably the boldest proposition regarding models and experiments. Pushing the analogy to the extreme, he has proposed to turn it into an identity: “models are experiments and experiments are models”. There are reasons to resist such a move, however. One is that scientists themselves seem to find it useful to have a separate terminology to denote these scientific tools. Philosophers of course can

---

10 I’m using these two terms interchangeably here, although there are philosophically important differences between these procedures; see for instance Cartwright (1989, Ch. 5) and Mäki (1992).
be revisionary with respect to scientific language to a certain extent, but must also be aware that differences in language often reflect substantial differences at the level of methodology and scientific practice. What could this difference be in the case of experiments and models? Experimental economists often put it in terms of the materials they experiment with: “laboratory microeconomies are real live economic systems, which are certainly richer, behaviorally, than the systems parametrized in our theories” (Smith 1982, pp. 923–5).

In order to articulate this idea, Guala (2002a) has adapted Herbert Simon’s (1969) distinction between simulating and experimental devices. In a simulation one reproduces the behavior of a certain entity or system by means of a mechanism and/or material that is radically different in kind from that of the simulated entity. Paradigmatic examples may be the simulation of a historical battle by means of miniature toys, or the simulation of the propagation of light waves using a ripple tank. Although water and light waves display the same patterns and thus can be described by the same models at a relatively superficial theoretical level, the underlying mechanisms are not the same nor obey the same fundamental laws of nature.

In this sense, models simulate whereas experimental systems do not. Theoretical models are conceptual entities, whereas experiments are made of the same “stuff” as the target entity they are exploring and aiming at understanding. The difference between models and experiments is thus relational rather than intrinsic – whether a mediating tool counts as a model or an experimental system depends on how it is used, and what it is used for (what its target is). Experiments are not models, in this sense, and models are not experiments – although both are mediating epistemic tools (different species of the same genus, in other words).1

As a consequence, modeling and experimenting have different virtues and defects. According to Morgan (2005), the advantage of experimentation over modeling is that in manipulating a model we can only be “surprised” but not “confounded”. We might derive a surprising result that we had no idea was implicit in the premises/components of the model, but we rarely misinterpret the inner workings of a model, because we have built it ourselves. In contrast, an experimental system is always opaque to a certain extent, because the builder/experimenter has left some degree of freedom of expression in the system that will teach us something previously unknown. This opaqueness may be the principal source of misinterpretation of the experimental result, but is a resource for at least two reasons: (1) because it can teach us something new, as we have seen; but also (2) because it allows one to use some systems as “black boxes” that we do not understand perfectly, provided we are confident that the same basic principles (whatever they may be) are at work in the target. For example: one can use real individual agents in market experiments even though we have no general understanding of individual decision making, if we are confident that such agents are good representatives of those in the target (Guala 2002a).

1 Different experiments of course may deal with different “materials”; Santos (2007) provides a wider comparative discussion of the materiality of economic experiments.
In general, it is worth keeping in mind that these conceptual distinctions probably do not reflect a sharp divide at the level of scientific tools and practices. In reality we rather find a continuum, with many “hybrid epistemic tools” that do not fall in either category neatly. In a series of papers Morgan (2002, 2003b) uses the expression “virtually experiments” to denote systems that embed a real-world material component within a predominantly simulated (model) environment.  

3. EXPERIMENTAL INFERENCE

Economists often test models in their base domain in order to replicate the isolation assumptions of the models. But highlighting the isolative analogy exacerbates the problem of making inferences from base to intended domain. Since most experiments test theories in the base domain, and even the identification of the base domain requires some arbitrary interpretative choices, an inference from the testing or base domain to the intended domain requires independent justification.

This point underlies the crucial distinction between internal and external validity. To recall: problems of internal validity have to do with the drawing of inferences from experimental data to the causal mechanisms of a given laboratory situation. Typical internal validity questions are: Do we understand what goes on in this particular experimental situation? Are we drawing correct inferences within the experiment? External validity problems instead have to do with the drawing of inferences from experimental data to what goes on in other (laboratory or, more typically, non-laboratory) situations of interest. They involve asking questions like: Can we use experimental knowledge to understand what goes on in the “real world”? Are we drawing correct inferences from the experiment?  

So far I have said almost nothing about the inferential strategies employed to tackle the two validity problems. For various reasons it is wise to start by looking at internal validity first. The analysis of internal validity ideally should provide some basic conceptual tools to tackle the admittedly more difficult problem of external validity later on. The reasoning is as follows: both inferences within and from the experiment belong to the general category of inductive inferences. We should therefore be able to use the techniques that economists use (rather successfully) to solve internal validity problems to construct a more general theory of inductive inference. Once that has been done, the theory can be used to shed some light on external validity too.

---

12 “Virtual experiments” in contrast are according to Morgan entirely simulating systems, which are constructed so as to generate interesting data patterns reproducing real-world features. See also Guala (2002a) for a different discussion of hybrid experiments/simulations that follows closely Simon’s framework, and Parker (2008) for a critique of the materiality-based distinction between simulations and experiments.

13 Experimental economists sometimes use the term “parallelism” instead of external validity (which is more common in psychology) to label the problem of generalising from laboratory to real world (see e.g. Smith 1982).
The approach endorsed in this chapter and elsewhere (e.g. Guala 2005a) is distinctively normative in character. This means that we shall not just look at the inferences that experimental economists as a matter of fact do draw when they interpret their results. We shall also be concerned with the justification of such inferences, and aim at capturing the normative core underlying experimenters’ intuitive distinction between “good” and “bad”, “strong and “weak”, warranted and unwarranted inferences. This does not mean that descriptive approaches to inductive inference are useless or uninteresting. On the contrary, we can learn a lot by investigating the way in which psychological propensities or social conditions affect inferential performance. But just as a purely normative approach carries the risk of leading to an unrealistic theory of induction, a purely descriptive approach is unable answer the important question of the efficacy or adequacy of an inferential method, given certain goals. The answer surely must be a combination of normative and descriptive investigation that is able to overcome the limitations of both.

That an intuitive distinction between good and bad inductive practices exists and is not merely a philosophical construct is of course a hypothesis, but a hypothesis that is supported by several observable facts. The birth of experimental economics for example was motivated by the desire to improve the methodological practice of economic science. I will articulate this idea by saying that the experimental method enables one to test economic hypotheses more severely than traditional testing with econometric data would allow. The notion of severity thus will be at the centre of the discussion. While illustrating the method of severe testing, however, it will also turn out to be useful to discuss some alternative proposals that depart in various ways from the severity approach.

3.1 Experiments and causal analysis

It is interesting that Andreoni, when he illustrates the logic of his experiment, does not refer directly to theory-testing:

The experiment reported in this paper is intended to separate learning from strategic play. The design is subtractive: subjects participate in a repeated-play environment, but are denied the opportunity to play strategically. Without strategic play, we can isolate the learning hypothesis. Furthermore, by comparing this group to one that can play strategically, we can attribute the difference, if any, to strategic play (1988, p. 294).

Andreoni says that he is trying to “isolate” some factors, by “subtracting” their influences, and studying their effects in isolation. When strategic play has been eliminated (by means of the Partner and Strangers device) all the remaining contributions to the public good can be attributed to learning. But should it be so attributed? This leads to the second design: “to isolate the learning hypothesis, the experiment included a ‘restart’” (Andreoni 1988, p. 295). The answer, as we have seen, is eventually negative – there is more going on in public goods experiments than just error, learning, and strategic play.
Notice the remarkably causal flavour of Andreoni’s language: there are several causal factors at work, whose effects can be separated, added, and subtracted by experimental means. Andreoni’s reasoning suggests that experimental economists are not interested in testing theoretical models *per se*. Models are attempts to represent formally the working of some basic causal mechanisms in isolation. It is these mechanisms that economists are interested in understanding, and therefore their experiments sometimes depart from the letter of the theory, to “isolate” or “separate” the effects of different causal factors. In what follows we shall take this language seriously, and reconstruct the distinctive character of the experimental method as an attempt to investigate the causal influence of separate factors working in isolation.

Economists are traditionally wary of causal language (Hoover 2004), so this claim requires a bit of elaboration. Despite centuries of philosophical attempts to reduce causality to more “respectable” concepts (such as constant conjunction or statistical association), it is now generally agreed that causal relations have intrinsic properties – like asymmetry, counterfactual dependence, invariance to intervention – that cannot be fully eliminated by means of a reductive analysis. There are now several non-reductive theories of causation in the philosophical and the economic literature, which for reasons of space cannot be reviewed here (but see e.g. Hausman 1998, Woodward 2003).

Despite continuing disagreement on the central metaphysical issue of causation (its very meaning and essence), there is broad agreement that the method of the controlled experiment is a powerful tool for the discovery of causal relations. The reason, in a nutshell, is that controlled experimentation allows underlying causal relations to become manifest at the level of empirical regularities. In a competently performed experiment, single causal connections can be “read off” directly from statistical associations.

It is better to start with a homely example. Imagine you want to discover whether flipping the switch is an effective means for turning the light on (or whether “flipping the switch causes the light to turn on”). The flipping of course will have such effect only if other enabling background conditions are in place, for example if the electricity supply is in good working order. Thus first we will have to design an experimental situation where the “right” circumstances are instantiated. Then, we will have to make sure that no other extraneous variation is disturbing the experiment. Finally, we will check whether by flipping the switch on and off we are producing a regular association between the position of the switch (say, up/down) and the light (on/off). If such an association is observed, and if we are confident that every plausible source of mistake has been controlled for, we will conclude that flipping the switch is causally connected with turning the light on.

The moral, in a nutshell, is that causal discovery requires variation, *but not too much variation, and of the right kind*. In general, you want variation in one factor while keeping all the other putative causes fixed “in the background”. This logic is neatly exemplified in the model of the perfectly controlled experiment:

[Table 2 about here]
The $K_i$ are the background factors, or the other causes that are kept fixed across the experimental conditions. The conditions must differ with respect to just one factor ($X$, the treatment) so that any significant difference in the observed values of $Y$ ($Y_1 - Y_2$) can be attributed to the presence (or absence) of $X$. A good experimenter thus is able to discover why one kind of event is associated regularly with another kind of event, and not just that it does. In the model of the perfectly controlled experiment one does not simply observe that “if $X$ then $Y$”, nor even that “$X$ if and only if $Y$”. Both such conditionals are material implications, and their truth conditions depend on what happens to be the case, regardless of the reasons why it is so. In science in contrast – and especially in the sciences that are used regularly for policy-making, like economics – one is also interested in “what would be the case if” such and such a variable was manipulated. Scientific intervention and policy-making must rely on counterfactual conditionals. A great advantage of experimentation is that it allows to check what would happen if $X$ was not the case, while keeping all the other relevant conditions fixed.

We can now draw a first important contrast between the experimental method and traditional econometric inferences from field data. Econometricians apply statistical techniques to establish the strength of various correlations between economic variables. But except in some special happy conditions, the spontaneous variations found in the data do not warrant the drawing of specific causal inferences. Typically, field data display either too little or too much concomitant variation (sometimes both). Some variations of course can be artificially reconstructed post-hoc by looking at partial correlations, but the ideal conditions instantiated in a laboratory are rarely be found in the wild – except in so-called “natural experiments”.

This does not mean that total experimental control is always achieved in the laboratory. We must keep in mind that the perfectly controlled experiment is an idealisation, and in reality there are always going to be uncontrolled background factors, errors of measurement, and so forth. In order neutralise these imperfections, experimenters use various techniques, like for example randomization. In a randomized experiment subjects are assigned by a chance device to the various experimental conditions, so that in the long run the potential errors and deviations are evenly distributed across them. This introduces an important element in the inference from data, i.e. probabilities. A well-designed randomized experiment makes it highly likely that the effect of the treatment be reflected in the data, but does not guarantee that this is going to be the case. Assuming for simplicity that we are dealing with bivariate variables ($X$ and $\sim X$; $Y$ and $\sim Y$), in a randomized experiment if (1) the “right” background conditions are in place, and (2) $X$ causes $Y$, then $P(Y|X) > P(Y|\sim X)$. In words: if (1) and (2) are satisfied, $X$ and $Y$ are very likely to be statistically correlated.

---

14 The art of causal analysis from econometric data has received increasing attention in recent economic methodology, see for example Hoover (2001).
15 There are other techniques that are used when the model of the perfectly controlled experiment cannot be applied for some reason, but I shall not examine them in detail here (they are illustrated in most textbooks and handbooks of experimental methodology, cf. e.g. Christensen 2001).
Some authors (notably Cartwright 1983) have used this relation or some close variant thereof to define the very notion of causation. Such a definition is essentially a probabilistic equivalent of J.L. Mackie’s (1974) famous INUS account, with the important addition of a “screening off” condition. The latter is encapsulated in the requirement that all other causal factors in the background are kept fixed, so as to avoid problems of spurious correlation. Several interesting philosophical implications follow from choosing such a definition of causation, which however would take us too far away from our present concerns. In the following sections I shall build on the model of the perfectly controlled experimental design to articulate a more general theory of inductive inference. The perfectly controlled experiment is a “model” in a sense that should be familiar to economists: it is an idealisation that captures the essential features of a broader set of inferential strategies. Moreover, like economic models, it has also the ambition of capturing some normative truth about how we ought to do science, as opposed to just describing what experimenters do as a matter of fact.

3.2 The severity approach

The above analysis suggests an obvious way to tackle the Duhem-Quine problem, by simply asserting the truth of the background and auxiliary assumptions that are used in designing an experiment. In a competently performed controlled experiment, in other words, we are entitled to draw an inference from a set of empirical data (or evidence, E) and some background assumptions (K_i) to a causal hypothesis (H = “X causes Y”). The inference consists of the following three steps:

\[(7) \ (H \ & \ K_i) \rightarrow E \]
\[(8) \ E \ & \ K_i \]
\[\underline{(9)} \ H\]

This is an instance of the Hypothetico-Deductive model of testing. In this case the evidence indicates or supports the hypothesis. The symmetric case is the following:

\[(10) \ (H \ & \ K_i) \rightarrow E \]
\[(11) \ \sim E \ & \ K_i \]
\[\underline{(12)} \ \sim H\]

In the latter case, the inference is deductive. If (and sometimes this is a big “if”) we are ready to assert the truth of the background assumptions K_i, then it logically follows that the evidence E refutes or falsifies H. Since we are not often in the position to guarantee that the K_i are instantiated in reality a refutation is usually followed by a series of experiments aimed at testing new hypotheses H’, H”, etc., each concerned with the

---

16 INUS stands for an Insufficient Non-redundant condition within a set of jointly Unnecessary but Sufficient conditions for an effect to take place. There are several problems with such an approach, some of which are discussed by Mackie himself. The “screening-off” condition fixes some of the most obvious flaws of the INUS account.
correctness of the design and the functioning of the experimental procedures. If these hypotheses are all indicated by the evidence, then the experimenter usually feels compelled to accept the original result.

Notice that in the first case (7-9) the conclusion of the argument is not logically implied by the premises, or in other words the inference is inductive. Of course many scientific inferences have this form, so the point of using the experimental method is to make sure that the inductive step is highly warranted, or that the inference is as strong as possible. The conditions for a strong inductive inference are outlined in normative theories of scientific testing. Although there is presently no generally agreed theory of inductive inference in the literature, the model of the perfectly controlled experiment suggests a few basic principles that any adequate theory should satisfy. When an experiment has been competently performed – i.e. when the experimenter has achieved a good degree of control over the background circumstances $K_i$ – the experimental data have the following, highly desirable characteristics:

(a) if $X$ causes $Y$, the observed values of the experimental variables $X$ and $Y$ turn out to be statistically correlated;
(b) if $X$ does not cause $Y$, these values are not correlated.

Another way to put is this. In the “ideal” experiment the evidence $E$ (correlation between $X$ and $Y$) indicates the truth of $H$ ($X$ causes $Y$) unequivocally. Or, in the “ideal” experiment you are likely to get one kind of evidence ($E$) if the hypothesis under test is true, and another kind of evidence ($\sim E$) if it is false (Woodward 2000). Following Deborah Mayo (1996; 2005), we shall say that in such an experiment the hypothesis $H$ is tested severely by the evidence $E$.\footnote{17}

More precisely, severe testing implies that (i) the evidence fits the hypothesis, and (ii) that such a good fit would have been unlikely, had the hypothesis been false. One (but not the only) measure of fit is the ratio between the likelihoods $P(E|H)$ and $P(E|\sim H)$. When $P(E|H)/P(E|\sim H)$ is high, we will say that the evidence fits the hypothesis very well. A good fit however is not the end of the story: according to the second severity requirement it is necessary that such a good fit would have been highly unlikely, had $H$ been false. This second, crucial condition is established by considering not just $E$ and $H$ (and its alternatives) but the entire distribution of data-sets that would have been obtained if the experiment had been repeated in various circumstances.\footnote{18}

It is important to notice that we are here dealing with objective conditions or states of affair. The model of the perfectly controlled experiment does not describe an epistemic...

\footnote{17}{The terminology (and, partly, the concept) of severity is Popperian. Mayo’s error-probabilistic approach however departs substantially from Popper’s theory of scientific testing – see Mayo (2005) for a discussion. The account of severity given below departs in some important respects from the one I defend in Guala (2005); see Hausman (2008) for a critique of the former, and Guala (2008) for an amendment.}
\footnote{18}{This gives us an error probability, which is obtained by a very different route than likelihood reasoning. In reasoning about likelihoods, we keep $E$ fixed and consider various $H_i$; in error-probabilistic reasoning we consider various $E_i$ and reason about their distribution under different assumptions about the data-generating process.}
state. It tries to describe an ideal testing device: in the model of the perfectly controlled experiment there is an objectively high probability of obtaining $E$ if $H$ is true. The probabilities of severe testing, in other words, are properties of the experimental set-up, and not to be read as epistemic (logical or subjective) probabilities.

The logic of severe testing accords with the widely adopted practice of using formal statistical tests in experimental science. Suppose we are testing the hypothesis $H_1 = "X causes Y",$ by designing an experiment along the lines of the perfectly controlled model. Because of the impossibility of eliminating the influence of all disturbing factors and errors of observation, we will almost certainly observe some (perhaps quite small) difference between the values of $Y$ in the treatment (let us call them $Y_1$) and in the control condition ($Y_2$), even if $H_1$ is false. The observed frequency of $X$s and $Y$s, in other words, will be such that some (positive or negative) correlation will almost certainly exist between the two variables, come what may. But is such a correlation big enough to count in favour of $H_1$? The job of statistical testing is to help us determine what counts as “small” or “big” in such a context by specifying a range of values for $Y_1 - Y_2$ that we consider too unlikely to be compatible with the truth of $H_1$. Using certain statistical assumptions and the statistical properties of the data-set, experimenters can calculate the significance levels of the test (customarily, the 5% or 1% levels are used) and thus effectively identify what sort of evidence counts as $E$ (as indicating $H_1$) and what as $\sim E$ (as refuting $H_1$) in this particular experiment.

Suppose for example that we observe a relatively large discrepancy between $Y_1$ and $Y_2$, so large in fact that such a difference would be observed only less than 1% of the time, if $H_1$ were false (if $X$ did not cause $Y$, that is). Such a large discrepancy is our positive evidence $E$. Statistically, $E$ can be used to reject the null hypothesis $H_0 = \sim H (= "X does not cause Y")$ at the 1% level. According to the severity approach, $E$ counts as a strong piece of evidence in favour of $H_1$, because in such circumstances $P(E; \sim H)$ is very low, and $P(E; H)$ is high.

### 3.3 Objectivist vs. subjectivist approaches

The first distinctive characteristic of the logic of severe testing is that it is an “objectivist” approach to inductive inference, in the sense that probabilities are used to measure the objective properties of testing devices. To appreciate the importance of such a feature, in this section I shall compare the severity approach with an alternative theory of induction (belonging to the “subjectivist” approach) that uses probabilities to measure the strength of belief or the degree of confirmation of a hypothesis in light of the evidence. This alternative theory is so-called “Personalist Bayesianism”. Bayesians see the logic of science as the business of updating one’s beliefs in light of the evidence, using Bayes’ theorem as an engine to derive posterior subjective probabilities from prior probabilities concerning hypotheses and evidence.\(^1\)

---

\(^1\) In its simplest version, Bayes’ theorem states that $P(H \mid E) = P(E \mid H) P(H) / P(E)$. $P(H)$ is the “prior probability” of $H$; $P(E)$ is the “prior probability” of $E (= P(E \mid H) P(H) + P(E \mid \sim H) P(\sim H))$, and $P(E \mid H)$ is the “likelihood” of $E$ given $H$. For a comprehensive defence of Bayesian inductivism see Howson and Urbach (1989).
As we have seen in discussing the HD model, a piece of evidence $E$ can typically be derived from a hypothesis $H$ only with the help of a series of auxiliary assumptions concerning background and boundary conditions $K_i$: $(H \& K_i) \rightarrow E$. It follows that from the point of view of deductive logic the observation of $E$ or $\sim E$ cannot be used to derive unambiguous conclusions regarding the truth or falsity of $H$ (Duhem-Quine thesis). The severity approach tackles the Duhem-Quine problem by identifying the conditions in which the two severity requirements (i) and (ii) are satisfied. The way of satisfying the requirements is to design a severe experimental test, i.e. to set the experimental conditions $K_i$ in such a way as to obtain the desired severity. It is important to stress that this does not imply the attribution of a certain (presumably high) degree of belief in a hypothesis $K_i = \text{“the background assumptions are true”}$. The severity approach is not looking for a quantitative measure of our degrees of belief as an outcome of the testing procedure, and therefore does not need a quantitative input either.

Personalist Bayesians in contrast do need such an input. Bayes’ theorem is a calculative engine that transforms prior probabilities into posterior ones. The relevant inputs are the prior probability of the evidence, the prior probability of the hypothesis, and the prior probability of the background assumptions. Bayesians do not impose any restriction on the subjective degrees of belief that may be accorded to any of these (beyond some basic consistency requirements). They just impose some dynamic constraints to make sure that we can learn from the evidence, for example by stipulating that $P(H_{t+1}) = P(H_t | E)$. This machinery ensures that the Duhem-Quine problem can be tackled dynamically, i.e. by updating the probability of a hypothesis in a series of replications.

Following Redhead (1980), Morten Søberg (2005) shows that by testing a hypothesis repeatedly in conjunction with different sets of auxiliary assumptions,

$(H \& K_1) \rightarrow E,$  
$(H \& K_2) \rightarrow E,$  
$(H \& K_3) \rightarrow E,$ ...

one can reach a (subjectively) highly probable conclusion about the truth of $H$. If the series of experiments or “replications” produces consistent results (say, $\sim E$), in fact, it is possible to show that whatever prior probability was originally assigned to $H$, it will be “washed out” by the accumulating evidence.

There are several important differences between the Bayesian and the severity approach, but one of the most striking is the diachronic character of Bayesian rationality. In the severity approach one competently performed experiment suffices to provide strong evidence in favor of $H$. According to Bayesianism, in contrast, it may take some time to raise (or lower) the probability of a hypothesis, because of the heavy reliance on subjective priors.

---

20 The new (prior) probability of $H$ at time $t+1$ (after the observation of $E$ at $t$) must be equal to the conditional probability of $H$ at $t$ (before $E$ was observed) given $E$. 

---

22
Bayesians at this point appeal to the distinction between confirmation and support: \( H \) may not be highly confirmed (i.e. \( P(H|E) \) may be low for all sorts of reasons, including a low subjective prior) and yet highly supported by \( E \). The impact of \( E \) on the probability of \( H \), in fact, depends crucially on the likelihoods \( P(E|H) \) and \( P(E|\sim H) \), which are independent of a scientist’s subjective beliefs.

Although a high \( P(E|H) \) and a low \( P(E|\sim H) \) imply a strong degree of support for \( H \), it is important to stress again that the likelihoods differ markedly from the two severity conditions outlined above. Whereas severity measures the objective chance of a testing procedure to give rise to evidence \( E \), under the assumption that \( H \) is correct, \( P(E|\sim H) \) is a measure of the logical relation between \( E \) and whatever alternatives to \( H \) one is able to conceive of. Suppose for example that \( H \): “the coin is biased”. It is always possible to create an alternative hypothesis that makes \( E \) maximally likely from a logical point of view (“the coin is fair but a Cartesian devil makes the coin land tail every time I flip it”). In contrast, it is not always possible to raise severity in a similar fashion, because a given experimental procedure (e.g. flipping the coin) is not necessarily appropriate to test such alternatives. (In order to test the devil hypothesis, you need an exorcist, not a coin-flipper.)

Another way to put it is that Bayesian theories of inductive inference are happy to process whatever piece of evidence one is able to come up with. The impact of the evidence as well as the final posterior probability depend on various factors that do not necessarily have to do with how the evidence was generated. Severity testing is more selective: the goal is not belief updating, but rather producing a piece of evidence that is really able to speak for or against \( H \). And whether this is the case depends crucially on the experimental set-up. In this sense, the severity approach seems to make better sense of the logic and practice of experimental science, where an enormous care is taken to make sure that the “right” conditions are created to generate a truly informative piece of evidence.\textsuperscript{21}

### 4.5 “Low” vs. “high-level” hypothesis testing

A second important characteristic of the severity approach then is that it turns hypothesis-testing into a fairly “local” business, in the sense that a given experimental design is usually appropriate for testing only a fairly precise hypothesis, but has no direct implications about the truth of broader theories. Consider the coin-flipping example in the previous section. By flipping a coin and observing that we invariably obtain “head”, we can only test a hypothesis concerning the fairness of the experimental procedure, but we are not necessarily able to check the source of the bias. In order to do so, we would have to design other experiments, for example by inspecting the weight and balance of the coin itself, or the presence of a magnetic field in its vicinity. Another way to put it is that by repeatedly tossing a coin we can test a low-level hypothesis about the existence of a phenomenon (the coin’s propensity to systematically land “head”), but we are not able to say much about its explanation (why it has got such a propensity).

\textsuperscript{21} For a more thorough comparison of the Bayesian and the severity approach, see Mayo (1996), from which many of the points of this section are taken.
To provide explanations for scientific phenomena is usually the job of scientific theories and models. The testing of complex theories however requires many years of experimentation with several different designs, each one concerned with the testing of a fairly specific or “local” aspects of the theory itself. Fortunately, experimental activity can proceed for a long time quite autonomously from high-level explanatory theory. This point has been established over many years of study of experimental practice by philosophers, historians and sociologists of science. Students of experiments have long recognised that in many scientific disciplines there exists a body of experimental knowledge that is largely independent from high theory. Much of this experimental knowledge takes the form of an ability to create and replicate at will robust phenomena, which then take a “life of their own” independently of the explanations that are devised to explain their occurrence.

The severity approach can account for both types of experimentation – experiments devoted to theory-testing, but also of experiments devoted to the discovery and investigation of laboratory phenomena. In a recent article, Robert Sugden (2005) distinguishes between experiments as tests of theories and experiments as exhibits. An “exhibit” is an experimental design coupled with an empirical phenomenon it reliably brings about. According to Sugden, in the case of theory-testing experiments “we gain confidence in a theory by seeing it withstand those tests that, when viewed in any perspective other than that of the theory itself, seem most likely to defeat it” (2005, p. 299). A good theory-testing experiment, in other words, maximizes the probability of obtaining a negative result, if the theory is false.

Sugden’s analysis is entirely compatible with the severity approach. Remember that for a hypothesis to pass a severe test, $E$ must have a good fit with $H$, but must also be observed in an experimental set-up such that such a good fit would not be expected, had $H$ been false. In the case of theory-testing experiments Sugden clearly focuses on the second requirement (a good experiment must produce negative evidence with high probability, when viewed from the perspective of the falsity of $H$). But implicitly, he is also assuming that the initial conditions of the experiment have been designed in such a way so as to obtain a high probability of observing evidence that fits $H$. When testing a theory, in fact, one usually derives a prediction about the occurrence of a certain phenomenon, given certain assumptions about the initial and boundary conditions ($T \rightarrow E$). $T$ only issues conditional predictions and does not say what will happen when the appropriate conditions are not in place, so the conditions that make $E$ probable (if the theory is true) must be instantiated if this is to count as a genuine test of $T$.

Turning to the case of exhibits, Sugden argues that experimenters often focus on those conditions where the phenomenon is most likely to be displayed. “Is it legitimate to focus my attention on decision problems in which my intuition suggests that the kind of effect I want to display is particularly likely to be found? [...] My inclination is to answer ‘Yes’ [...]” (Sugden 2005, p. 300). The search for a phenomenon is usually guided by some (possibly quite vague and informal) “hunch” about the mechanisms that may produce a

---

22 See e.g. Galison (1987), Gooding, Pinch and Schaffer (eds. 1989).
certain regularity of behaviour. Because such a hunch is not precisely formulated, it is usually impossible to devise a testing situation that is able to establish the existence of a phenomenon and to test an explanation of why it came about. In such cases, experimenters end up designing experiment where the phenomenon is highly likely to be observed, assuming the truth of the hunch, but that do not minimise the probability of observing the phenomenon if that hunch was mistaken.\textsuperscript{23}

Does this mean that the second severity requirement (that it is unlikely to observe a good fit with $H$ if $H$ were false) is violated in exhibit experiments? No. We want to distinguish between theory-testing and exhibit experiments precisely to keep in mind that a different kind of hypothesis is under test in each type of experiment. Although an exhibit experiment usually does not test severely an explanation of the phenomenon, it can (and should) test severely a low-level hypothesis concerning the existence of some regularity in the data (i.e. the phenomenon). The hypothesis under test is usually the null $H_0$: “the regularity is a chance effect”. When this hypothesis has been rejected with a high level of significance, the second severity requirement has been satisfied.

The moral is that it is important always to ask what, if anything, has been severely tested in a given experimental set-up. Quite often, it will turn out that only low-level, fairly local claims are warranted by the evidence, whereas high-level theoretical hypotheses or explanations remain untested. The fact that one can construct a theory to explain some data does not mean that the theory has been tested by those data at all.

\textbf{3.5 Novelty and construct independence}

A third distinguishing characteristic of the severity requirement is its being formulated in purely logical or synchronic terms. Whether a hypothesis has been proposed before, during or after the collection of the evidence is irrelevant in itself. It matters only if it affects the severity of the test. Severity theorists, to put it differently, deny that the temporal relation between evidence collection and theory-formation can be used to define some necessary condition for evidential support. There may well be cases of hypotheses proposed after the collection of the evidence that are nevertheless supported by that very evidence.

This indifference to temporal matters is in stark contrast with the standard methodological rule in economics – popularised by Milton Friedman (1953) – that the only relevant test of a theory is the success of its predictions. Despite paying lip-service to the Friedmanian rule, as a matter of fact economists tend to interpret the term “prediction” loosely and to allow all sorts of exceptions. This is wise, because it is easy to find episodes in the history of science where scientists felt no embarrassment in using some “old” evidence to argue in favour of a new theory. The fact that Einstein’s relativity theory was able to account for the shifting perihelion of Mercury (a phenomenon that had been known for centuries), for example, was widely considered an important element in support of the new theory. But consider also the econometric practice of splitting a sample of data in two parts, one for estimating the parameters of a model, and one for

\textsuperscript{23} I should thank Sugden for clarifying his thought on this particular point (personal correspondence).
testing the predictions (but we should say “retro-dictions”) derived from the estimated model. Again, the fact that the data had been collected before the estimated model was formulated seems to be irrelevant for the issue of evidential support.

Some philosophers have tried to weaken the temporal requirement by endorsing a so-called “construct-independence” criterion that captures some intuitions behind such examples. The idea is that a piece of old evidence can legitimately speak in favour of a new theory, provided it has not been used to construct the theory itself – or, in other words, only if the theory had not been designed with the explicit aim of accounting for such body of evidence (cf. Giere 1983, Worrall 1985). This would rule out, for example, the malpractice of “data-snooping”, or the blatant use of the same set of data to both estimate and test an econometric model.

Severity theorists argue that construct independence matters only if (or in virtue of the fact that) it helps satisfying the severity requirements. Construct independence is not a necessary condition for empirical support, and there may well be cases where the evidence can be legitimately used both to construct and to indicate the correctness of a theory (see Mayo 1996, Ch. 8). Consider a simple case of picking balls of different colour (black or white) from an urn. Suppose the urn contains $n$ balls and we can pick up only $m < n$ balls. Having counted how many white balls are in our sample, we can easily construct a hypothesis regarding the proportion of white/black balls in the urn, with a certain margin of error. Such hypothesis would not only be constructed after the evidence has been collected, but indeed would be constructed on the basis of that very evidence. And yet, it would be silly to deny that the evidence supports the hypothesis so constructed.

In the context of experimental economics, Larry Samuelson (2005) has recently proposed an intriguing argument in favour of the construct independence criterion. Samuelson’s article is devoted to discussing the relation between economic theory and experiments. At one point he asks “How can we use experiments to evaluate economic theories?” (2005, p. 79), and answers by outlining an evaluation procedure that resembles in many respects the one advocated by supporters of the severity criterion.

The basic elements of Samuelson’s framework are an experimental outcome (in the form of a statistical distribution), $E$; a predicted outcome $E_T$ by theory $T$; and a true distribution $E^*$ representing the probability distribution (propensity) over the set of possible outcomes that would be obtained if we were to perform an infinitely long series of replications of the same experiment. An evaluation rule $R$ combines the information provided by $E$ and $E_T$ to produce a verdict of acceptance or rejection of theory $T$ in light of $E$.

I have modified Samuelson’s original notation, to make it consistent with the one I have used so far. Notice that, crucially for Samuelson’s proof, $E_T$ is itself a distribution that has been randomly drawn from a set of possible distributions – or, in other words, the prediction of an indeterministic theory that is made conditional on the instantiation of some indeterministic background condition or event. (Think of the prediction that tomorrow it will rain with probability $P$, a prediction made conditional on the expectation that the temperature will (probably) be quite low.) (Samuelson 2005, p. 72). Since this assumption is not important for my argument, I won’t comment on it here.
For example: imagine you are tossing a coin and you are interested in knowing whether it is biased, and if so, how. For some unfortunate circumstance, you can toss the coin only once (this is a one-shot experiment, in other words). An evaluation rule \( R(E, E_T) \) could take for example the following form (Samuelson 2005, p. 81):

- \textit{Accept} if \( T \) predicts head with \( P<1/3 \), and the result is tail; or if \( T \) predicts head with \( P \geq 1/3 \), and the result is head.
- \textit{Reject} otherwise.

This evaluation rule has the property of accepting a true hypothesis with probability 1/3, and conversely rejects (does not recognise) a true hypothesis with probability 2/3. Samuelson notices that this “does not sound very impressive. By altering the evaluation rule, we could manage to boost this probability to 1/2, but could not go further in this case” (2005, p. 81) because a one-shot experiment has some obvious limitations.

But do we want to raise the probability of accepting a true theory? In principle it seems a desirable thing to do, but we must also guard ourselves from another kind of error, i.e. the mistake of accepting a false theory. Samuelson suggests (Proposition 1, p. 80) that raising the probability of accepting a true theory automatically raises the probability of making this second kind of mistake.

To understand this claim, we must define another technical term: an evaluation rule \textit{blindly passes} a given theory if it gives a verdict of acceptance \textit{no matter what} the experimental outcome is going to be. Samuelson proves that

\textbf{Proposition 1:} \textit{Any evaluation rule that accepts the truth with probability 1-\( \varepsilon \) can be blindly passed with probability 1-\( \varepsilon \).}

On top of a formal proof (p. 101), Samuelson provides a little game-theoretic argument to back up this result. Suppose you are playing a zero-sum game against a malevolent opponent called “Nature”. Nature can choose the true distribution \( E^* \), and you can choose \( E_T \). You win if \( T \) is accepted by whatever evaluation rule \( R \) is in place, otherwise Nature wins. Assume \( R \) accepts the truth with probability at least 1-\( \varepsilon \). If you could choose \( T \) after you have observed Nature’s choice, you could simply choose it so that \( E_T=E^* \), and guarantee a probability of success of at least 1-\( \varepsilon \). Similarly, if Nature could make her move after it has observed your choice of \( T \), she would try to minimize your success rate by choosing an appropriate \( E^* \neq E_T \). At this point, we know from the minimax theorem of zero-sum games that your chances of succeeding in the second circumstance can be no worse than in the first one, hence that you can always win with probability at least 1-\( \varepsilon \). Since in practice at the moment of choosing \( T \) you don’t know the truth, and fortunately Nature cannot change the truth after it has seen your move, you must be somewhere in between the best and worse scenario, which means that the theory you will choose can pass at least with probability 1-\( \varepsilon \) (Samuelson 2005, p. 81).
What does this mean? Samuelson is adamant that he is providing a strong argument in favour of the criterion of construct-independence:

Interpreting experimental evidence as supporting a theory, or offering a theory as an interpretation of experimental evidence, thus acquires bite only if the theory is clear and complete enough that it can be extended to answer new questions and confront new tests that did not play a role in the construction of the theory. Is the theory clear enough that others could design new tests, and is one willing to risk the theory in such tests? If not, then it is not clear that progress has been made. (2005, p. 82)

But in fact Samuelson does not prove that construct independence is a necessary condition for empirical support. His argument merely proves that it is always possible to construct a theory that blindly passes a test with high probability. But why should you like to construct such a theory? Such a theory would obviously fail to be tested severely by the evidence, as the definition of “blindly passing” makes clear. Remember that according to the severity criterion in a good test the probability of observing fitting evidence must be low; in contrast a test that blindly passes a theory has a maximally high probability of having a good fit with $H$. Thus Samuelson only proves that there is always going to be some theory (constructed so as to blindly pass the test) that (a) has been constructed to fit $E$, and (b) is not tested severely by $E$. Or, in other words, that being constructed to fit $E$ is not sufficient to pass a severe test with $E$.

But of course this is hardly disputable. What we want is not only a good fit but also a high severity of the test, which is denied by the definition of “blindly passing”. Samuelson fails to prove that not being constructed to fit $E$ is necessary in order to pass a severe test with $E$. This is what construct-independence theories of scientific testing should achieve, what Samuelson falsely claims to have proven, and what is disputed by the severity approach.

4. EXTERNAL VALIDITY

There is a lot more to be said about the severity approach and alternative theories of inductive inference. For reasons of space we limit the discussion to the three features discussed in the previous sections: objectivity, locality, and a-temporality. The next part of this chapter is devoted to the second issue of validity, i.e. the problem of drawing inferences from a specific experiment to other (non-experimental) circumstances of interest. Both validity issues are specific examples of what we might call the “practical”

---

25 Samuelson also stresses that his argument is not a restatement of the view that one should commit to a theory before testing it with data; and that he is not simply repeating the common prescription to test a theory “out of sample”, i.e. using new data that did not motivate the search for the theory in question (2005, p. 82).

26 Achinstein (ed. 2005) and Taper and Lee (eds. 2004) provide useful overviews of the current debates on inductive inference and scientific testing.
problem of induction, as opposed to Hume’s well-known “logical” problem. Hume was concerned with the logical or rational justification of inductive inferences in general; validity, instead, has to do with the reliability of particular inductive moves, or in other words with the problem of distinguishing between “good” and “bad” inductive inferences. To put it differently, we are more in the realm of “Russell’s chicken” than of “Hume’s riddle”. It is worth making this distinction because it is generally recognised today that there may well not be a solution to the logical problem of induction, not at least in the form required by Hume. So it is important to stress that in asking economists to think about validity, one is not posing an unreasonable or idle philosophical challenge.

The two problems of validity have attracted very different levels of attention. Experimenters have devoted a lot of time and energy to internal validity, especially by proposing methodological rules or principles that would improve the reliability of experimental inferences within the laboratory. External validity issues in contrast are often raised by the critics of experimental economics. Experimenters have sometimes dismissed such critiques as unhelpful, because they distract from other important issues of research. The general feeling was that external validity critiques must be either unanswerable because inappropriately formulated, or, if appropriately formulated, in principle answerable by means of more experimental work. In this sense, the critic is supposed to carry the burden of proving the lack of validity of economic experiments.

Philosophers also seem to have strangely neglected the external validity problem. This is due to a number of reasons, including the fact that most philosophy of science tends to be physics-based, and experimental physicists do not recognise external validity as a separate problem of inference. Be that as it may, it is a fact that, of the two validity issues, external validity is the least studied. It is also the one that raises more controversy, and where philosophers may have both something to contribute and something to learn from experimental economics.

4.1 External validity and representativeness

We have seen that the logic of the perfectly controlled experiment leads quite naturally to endorse a severity approach to inductive inference. The method of the perfectly controlled experiment however is maximally useful to solve internal validity problem – when the issue is to find out what is going on within a given experimental set-up or laboratory system. Since the method relies importantly on the control of background conditions \( K_i \) in order to obtain truly informative evidence, there is usually a trade-off between internal and external validity. A simple experiment that reproduces many of the idealisations of a theoretical model is usually easier to control in the laboratory; but it also constitutes a weaker starting point for extending the experimental knowledge thus obtained to other situations of interests (where such idealisations do not hold).

---

27 Russell (1912) mentions the predicament of a chicken that sees the farmer bringing food every morning at the same time, and thus runs towards him until, of course, one day the farmer comes to cut the chicken’s neck. The chicken had made an unreliable generalization.

So how can we tackle the external validity problem constructively? And can we indicate a solution that is consistent with the logic of the severity approach? Ideally, we would like to have a unique inductive methodology that is able to capture both types of inferential moves.

Following an old tradition in experimental psychology, Robin Hogarth (2005) argues that the problem of external validity should be framed in terms of representativeness. There are, more precisely, at least two dimensions of representativeness in an economic experiment: subjects sample and design. Whereas statistical techniques and random sampling can be used to tackle subject representativeness, the choice of the design is rarely seen as a problem of the same kind. The designs of economic and psychology experiments are often highly idiosyncratic if compared to real-world situations, and are certainly not randomly picked from the target population (e.g. the set of real-life choice-situations or real market decisions). For this reason, the “representativeness” framework might be helpful to highlight the nature of the problem, but does not do much in terms of pointing to a solution, as far as problems of design are concerned.

Why is the method of random sampling from a set of real-life situations not followed by experimental economists? Random sampling makes sense only if you are trying to capture a central tendency in a population of individuals with varying traits. But there may be no such central tendency in a set of, say, market exchanges. Consider bargaining: economic theory suggests that different details of the bargaining situation can influence the outcome drastically. If this is true, then an average description of different bargaining outcomes is likely to be rather uninformative and to obscure all the interesting variations in the data. What we want is instead to be able to understand how different factors or causal mechanisms interact to generate different outcomes. This is why experimenters sometimes privilege simple designs or game-situations that capture the working of just one mechanism in isolation, where somewhat “extreme” results are vividly instantiated.

### 4.2 Shifting the burden of proof

For these reasons, external validity inferences usually do not take the form of an inference from sample to population. They rather look like inferences from a specific experimental environment to another specific real-world environment. Consider the phenomenon known as the “winner’s curse”, for example. In so-called “common-value sealed-bid auctions” bidders are trying to purchase an item that has approximately the same value for all the competitors, but the exact value of which is unknown to all. Each bidder makes an estimate of the value of the item, which is likely to diverge from its true value. The standard theory assumes perfect rationality; in this case, bidders are supposed to be able to anticipate that the winner of the auction will probably be the one who most overestimates the value of the item. To correct for this bias, the theory assumes that the bidders should revise their offers downwards.

Experimental data have shown that this revision does not take place or takes place imperfectly, and thus the winners turn out to be systematically “cursed” (Kagel and Levin 1986). But is this result valid outside the narrow experimental conditions where it was
generated? By raising the problem of external validity, we are not necessarily asking whether the experimental design has been sampled from some relevant population of designs. We are rather asking whether the results can be transferred from the laboratory to some specific real-world situation of interest.

Experimental research on the winner’s curse started precisely with the aim of replicating a target phenomenon, allegedly observed in the auctions of the Outer Continental Shelf, selling leases to drill oil in the Gulf of Mexico.29 The experiments had a fairly precise intended domain of application, which makes the external validity problem tractable. If you observe a certain phenomenon in the laboratory, but you are not sure about its generalizability to real-world circumstances in general, it is difficult to tackle the problem constructively. You can do much better in contrast if you know exactly the sort of circumstances you want to export your results to: in this case you can look for specific reasons why the result may not be exportable. These reasons will usually take the form of some relevant (causal) dissimilarity between the experimental and the target system. Thus, the obvious way to proceed is by modifying the experiment to include the features of the target that could be responsible for the alleged external validity failure, and see whether they in fact make a difference or not.

Chris Starmer (1999, p. 9) defends a view of external validity inferences that is very close to the one just sketched. He points out that the putative lack of external validity of a specific experiment can usually be attributed to one or more “unrealistic” features of the experimental design (the lack of a potentially important factor, or the presence of an artificial condition) – where “unrealistic” here is clearly defined with reference to a target of investigation. If this is the case, whenever a potential flaw has been highlighted, it should be possible at least in principle to design a new experiment that controls for the effective causal relevance of those factors or conditions.30

Starmer’s position improves upon traditional defences of experimentation such as Plott’s. By focusing on theory-testing, Plott is concerned with defending experimental economics as a whole from the charge of irrelevance, and tries to shift the burden of proof by identifying experimental economics narrowly with theory-testing. “I’m only testing theoretical models”, the experimenter says. “If the model is incomplete or too simple to be applicable to a real-world system, that’s a problem for the theorist, not for the experimenter”. But this is disingenuous, of course. Demonstrating that experimental economics is not just a laboratory game offers little comfort, if it turns out to be just a game between theory and experiment. The critic is ultimately concerned with the real-world applicability of both experimental and theoretical knowledge. But even more worrying is the fact that many theoretical models are nowadays constructed with an eye to capturing robust experimental regularities. When experimental results guide theory-

30 An interesting question is whether every property of a real-world economy can be transferred and reproduced in the laboratory. Bardsley (2005) argues that this may not be the case, and discusses two concrete cases of experimentation to back up his claim. If Bardsley is right, there may well be some economic phenomena that cannot be studied in the laboratory. How common such phenomena are is entirely an empirical matter of course.
formation, the risk of engaging in a self-referential process of theorising and experimentation that is totally insulated from the real world becomes very high indeed (Schram 2005, pp. 234-5).

In a recent textbook Friedman and Cassar also argue that “an honest skeptic of external validity bears the burden of guessing what makes the lab environment substantially different than the real world” (Friedman and Cassar 2004, p. 29). This implies that in absence of a specific critique of a given experimental design (i.e. unless one identifies a potential flaw) the external validity of an experiment should be accepted by default. As Deborah Mayo (2006) points out, however, this conclusion is based on a fallacy known as “argument from ignorance”. The fact that I have no reason to believe that ~X is the case, is not in itself a good reason to believe that X is the case. In terms of the severity approach, suppose we are dealing with two hypotheses, \( H (= \text{experiment } X \text{ has external validity}) \) and \( \sim H (= \text{experiment } X \text{ has no external validity}) \). To prove that \( \sim H \) passes a sever test is not equivalent to prove that \( H \) has passed such a test. The only legitimate way to argue for the external validity of an experimental result is by showing that there is good evidence (“good” according to the severity criteria) in favour of \( H \).

The correct position, to sum up, is to recognise that external validity critiques have a bite only when they refer to specific experimental designs (to worry about external validity in general is pretty useless). But at the same time we cannot let the experimenter shift the burden onto the critic – the burden always lies with whoever is drawing the inference from laboratory to real-world circumstances, who is expected to prove the relevance of the experimental design for the investigation of a given target. Whenever an inference is made, it must be warranted by the data – the absence of evidence indicating the contrary does not provide positive support for the inference itself.

4.3 Experimental localism and economic ontology

Dyer and Kagel (1996) have studied the winner’s curse phenomenon in the context of the North-American construction industry. They identify a number of mechanisms that effectively defend bidders in that industry from the “curse” of overbidding. One of them is a rule allowing the withdrawal of winning bids in case of “arithmetical errors” in the submission of the offer. In practice the notion of arithmetical error is interpreted so broadly that almost any offer can be withdrawn without penalty if the bidder so wishes. This rule provides cover for both the contractors and their clients, because a grossly mistaken estimate can put the construction firm and the project itself at risk. Nobody wants to work with an unhappy firm that are aware of the fact that they will lose money from the contract.

---

31 It should be stressed that experimenters are often concerned with proving the existence of certain mechanisms or phenomena in the lab only, and leave it to policy-makers or applied economists to apply such knowledge in the field. There is an important division of labor in (applied and pure) science that should not be overlooked by unreasonably imposing on experimenters the task of establishing the external validity of all the experiments they make. See Guala (2005a, Ch. 10).
Dyer and Kagel point out that traditional experiments on the winner’s curse do not reproduce such rules for the withdrawal of bids. Hence, their results cannot be generalized straightforwardly to the construction industry. This is a typical case where only the detailed study of the institutional rules and practices of a specific market allows the evaluation of an external validity claim. The experimental result of course is still of some value in trying to understand what is going on in that specific market, but only as a contrast case. In principle, a new experiment could be designed which incorporates the institutional mechanisms that supposedly neutralise the effects of the winner’s curse. Prior to this sort of investigation, no moral can be drawn about the applicability of the winner’s curse experiments to the construction industry.

This point is of great philosophical significance. In this section we shall elaborate and investigate its implications in two directions: first, I shall look more specifically at the use of evidence in external validity arguments. Secondly, I shall examine what experimental economics can teach us about the ontology of economics and the social sciences in general.

As shown by the Dyer and Kagel article, external validity inferences require a combination of field and experimental evidence. This has been occasionally recognised by the founders of the discipline (e.g. Smith 1989, p. 152), but until recently very little has been said about the specific ways in which the two sources of evidence should be combined so as to be most effective. This issue, incidentally, is by no means an exclusive concern of experimental economics. It has been discussed also in the context of experimental medicine (La Follette and Shanks 1994, Thagard 1999), biochemistry (Strand, Fjelland and Flatmark 1996), and molecular biology (Weber 2004, Steel 2007). The structure of external validity inferences can be articulated as a case of causal-analogical reasoning. The analogical aspect of the inference can be reconstructed as follows:

(a) The target system displays phenomenon $Y$.
(b) The experimental system displays phenomenon $Y$.
(c) In the laboratory, the phenomenon is caused by factor $X$.
(d) The target phenomenon is therefore also caused by $X$.

An obvious objection can be raised at this point: the number of analogies that can be drawn between any two objects or systems is potentially infinite. So which analogies in this infinite set are “strong” or of greater epistemic significance? Analogies such as those in (a)-(d) are instructive only if we are confident that the other (background) conditions are “right”. Consider the case of internal validity: a correlation between two variables is too weak a basis to infer that a causal relation exists between the two. We also need to be sure that no background variation (in the $K_i$) is confounding the inference. Similarly, the fact that $X$ causes $Y$ in $A$ does not guarantee that $X$ causes $Y$ in $B$. We must make sure that no other causal factor is confounding the inference. The second important point then is that disanalogies are also crucial. As in the case of the winner’s curse, one must always check that no relevant causal differences exist that are able to disrupt the inferences from laboratory to target. In a nutshell, the laboratory and the target system must be made...
similar in all *causally relevant* respects. If we suspect there may be a causally important difference, we must check it experimentally (Guala 2005a, Ch. 9).

Daniel Steel (2007, Ch. 8) has criticized the analogical approach for being too conservative: external validity inferences can be drawn even when we do not have the resources or the possibility to check all causally relevant disanalogies between the laboratory system and its target. Causes leave marks that are transmitted through causal mechanisms. According to the method of “comparative process tracing”, it is sufficient to compare the working of an experimental and a target system by checking the presence of marks at some crucial stages of the mechanisms. Perfect identity among the systems, moreover, is no required either according to Steel. Our background knowledge of causal mechanisms sometimes allows the inference of the direction of a causal relation even when we know that some differences exist between the lab and the real world.

The analogical and the process tracing methods are both distinctively empirical approaches to the problem of external validity, and constitute sharp improvements with respect to previous discussions. External validity has too often been addressed by means of metaphysical arguments about the nature of economic and social reality, which unfortunately are of little utility. It has been argued, for example, that experimentation is impossible because there are no universal laws in economics (Economics Focus 1999). But there may well be no universal laws in biology, as far as we know, and yet experiments have been profitably used for decades in that discipline. Similarly, some have posited the necessity of *tendency laws* for experimentation (Siakantaris 2000). Following John Stuart Mill (1836), a tendency law is usually understood as a “super-causal” law of the following kind: “$A \rightarrow B$” is a tendency law if not only $A$ has the capacity of making $B$ happen in the “right” set of circumstances, but also if it *tends* to make it happen when the conditions are not right. Or, to put it slightly differently, if $A$ *contributes* to the instantiation of $B$ even when other “disturbing” or “counteracting” factors are at work (Hausman 1992).

Of course laws of this kind *can* be tested in the laboratory. The worry is that if the (numerous) factors that are kept fixed in the background during an experiment (factors that often are not even modelled theoretically, but rather relegated in a *ceteris paribus* clause) do not combine additively but interact with the main experimental variables, then the experimental result will not be valid outside the narrow domain of its instantiation. We can still discover causal laws valid in a narrow domain, but unless they are tendency laws that are robust to changes in the boundary conditions, this knowledge will be of rather limited use.

The ontology of tendencies, then, seems to be a desideratum for the *generalizability* of experimental results, rather than a necessary requirement for the success of the experimental method itself. As a matter of fact, according to Anna Alexandrova (2006), the most successful applications of experimental economics to date do not presuppose the existence of tendencies at all. Applied economists start from the pessimistic assumption that the causal properties modelled in economic theory may be rather fragile, and then
test repeatedly their robustness to changes in the boundary and background conditions (see also Guala 2005a, Ch. 8, for some examples).

In general, the existence of tendency laws is a post-scientific issue to be resolved by empirical evidence, rather than a pre-scientific issue to be addressed by metaphysical speculation. By combining experimental economics with field data we have got the unique chance of testing *empirically* whether the phenomena and causal relations discovered in the laboratory are “robust” and can be exported into the field. Of course we should expect different degrees of success – there may well be areas in which experimental results turn out to be more easily transferable and robust, other areas where they are less so. More tendencies are obviously preferable, but a limited degree of robustness and modularity is still preferable to nothing at all (Guala 2002b).

5. THE PHILOSOPHICAL RELEVANCE OF EXPERIMENTAL ECONOMICS’ RESULTS

Methodology has been at the centre of this chapter right from the start. This reflects partly my own interests, and partly the concentration of the existing literature on methodological matters. The philosophical relevance of experimental economics however is not exhausted by the problems of validity, and the related issues of causal inference, experimental design, and data-analysis. Experiments are beginning to change rather drastically the landscape of economic science, and thus carry deep implications on a number of other ontological, normative, and political issues. This is perhaps where the interaction between philosophers and economists will be most productive in the future.

Experimental economics is often perceived to have come up with two important sets of results: that neoclassical economic theory can predict remarkably well the aggregate outcome of market processes, and that the neoclassical theory of individual choice is repeatedly falsified by laboratory evidence. Although on a superficial reading these two results may appear mutually incompatible, this is in fact not the case. Both sets of results, to begin with, must be qualified by an important proviso: the neoclassical theory of markets predicts well *in the right circumstances*, and similarly the individual theory of choice suffers from robust anomalies *in specific circumstances*. In both cases, the circumstances matter.

Among the circumstances that matter, *institutions* have emerged as particularly important. Social institutions can be usefully divided in two categories, that we shall call “rules” and “norms”. On the one hand we have very specific, explicitly formulated and often legally enforced rules, such as those regulating exchange in the stock market. On the other, we have fairly broad, informal norms such as those that govern market interactions in everyday life – norms such as “honour done deals”, “do not cheat”, and so forth.

Informal norms are behind some of the most robust anomalies of strategic and individual choice. There is a general agreement, for example, that norms of cooperation and
especially reciprocation (cooperate only if the others do the same) cause the phenomena of overcontribution and decay in repeated public goods experiments. Other examples are the anomalous offers observed in ultimatum game experiments, dictator’s games, investment games, and other similar experimental situations.\textsuperscript{32}

Market experiments have proven that the convergence of competitive markets on efficient prices depends crucially on the institutions that govern the exchange – for example the type of auction, or the coordinating mechanism that matches buyers and sellers in a multilateral exchange (Plott and Smith 1978). These results fill an enormous gap in the economic literature, which until recently was occupied by an idealized fiction, the Walrasian auctioneer.

The importance of rules and norms teaches important lessons regarding the scope and character of economic theory, as well as its use in policy-making. First, it reminds us of the incompleteness of theory and of the constant need to supplement it by means of empirical investigation and insights from neighbor disciplines like psychology and sociology. Secondly, it highlights the importance of collecting local information about the context of application of a theoretical model, before policy intervention takes place. The most blatant examples of the context-sensitivity of economic knowledge are the huge failures in reforming the economies of Eastern European countries after the fall of the Soviet regimes. A common reading of these failures is that the institutional conditions that are necessary for a healthy functioning of markets simply were not in place when the transition took place.

However, experimental economists have also shown that when policy intervention has been carefully planned and, crucially, tested empirically, market institutions can do an egregious job at achieving certain policy goals. Examples of successful reforms of this kind are the various market design enterprises informed by game theory and experimental economics over the last couple of decades (cf. Miller 2002, Roth 2002 for overviews and general discussions).\textsuperscript{33}

All these developments have important political implications. Economics has been for much of the last two centuries dominated by the invisible hand metaphor, in its various guises. The results of experimental economics carry two messages that will probably disappoint both the enthusiasts and the radical critics of market liberalism. Experiments have shown on the one hand that markets \textit{can} work, and not just in the abstract realm of economic theory. On the other, experiments have shown that markets are relatively delicate machines, whose smooth functioning may require quite a lot of careful planning, artificial design, and supervision. The interesting challenge is to learn from the institutions that have spontaneously evolved in history, while at the same time identifying their shortcomings and fixing them using the most advanced theoretical and experimental knowledge that is available.\textsuperscript{34} The “economist as engineer” (Roth 2002) is a character

\textsuperscript{32} See Bicchieri (2006) for a survey and philosophical discussion.
\textsuperscript{33} For a skeptical view of the “successes” of market design, see Mirowski and Nik-Kah (2006).
\textsuperscript{34} Vernon Smith, co-recipient of the 2002 Nobel Prize, speaks of a constant interaction between “constructive” and “ecological” rationality (Smith 2008). Smith follows Hayek in arguing that we should
that will probably gain increasing prominence and influence in the future. Whether this is
good or bad news is for all of us to decide.

6. OTHER ISSUES AND READINGS

The most comprehensive philosophical discussion of experimental economics to date is
to be found in my book *The Methodology of Experimental Economics* (Guala 2005a).
Bardsley et al. (2007) will be the second monograph on the same topic to be published in
a short period. An especially valuable source of ideas and debate is a symposium recently
published in the *Journal of Economic Methodology* (Sugden, ed. 2005). To get a sense of
what experimental economics is all about, however, the novice is warmly encouraged to
try a few simple experiments in his/her own class, like those illustrated in Bergstrom and
Miller (1997) for example. Davis and Holt (1993), Friedman and Sunder (1994), and
Friedman and Cassar (2004) are widely used textbooks. Excellent surveys of
experimental results can be found in Kagel and Roth (eds. 1995) and Plott and Smith
(eds. 2006). Holt’s (2000) bibliography is an extremely useful resource, and Roth’s
(2005) webpage is a good point of entry into the world of game theory and
experimentation.

Among the issues that have not been covered in this chapter I should mention the
sensitive issue of the divide between economics and psychology (Rabin 1998, 2001,
Smith 1991), and the related issue of the importance of monetary incentives in
experimental design (Hertwig and Ortmann 2001, Read 2005, Guala 2005a, Ch. 11). In
relation to the issue of external validity, there is now a growing body of research carried
out by means of “field experiments” – a mix of laboratory control in real-world
circumstances – that is calling for methodological systematisation (Harrison and List
2004). Philosophers interested in normative issues will be interested in the way in which
experimental results have been used to support or criticise models of normative reasoning
such as Bayesian belief-updating or expected utility theory. This tradition goes back to
Allais’ (1953) seminal work, but has come to prominence with the so-called “human
rationality debate” of the 1970s (see e.g. Cohen 1981, Stein 1996). Guala (2000) and
Starmer (2005) discuss the symmetric issue of how the impact of experimental results on
economic theory has been heavily influenced by normative considerations.

Finally, it seems likely that in the future the methods of experimental economics will be
employed more and more frequently by naturalistically-minded philosophers interested in
tackling epistemological and ontological issues using the resources of the human and
social sciences (see e.g. the new “Experimental Philosophy” movement as presented by
Knobe (2007)). A most fertile area or research lies at the intersection between
experimental economics and social ontology: Bicchieri (2006) for example relies
extensively on experimental results in economics and social psychology to develop a new
formal model of social norms. Guala (2006), Mirowski and Nik-Kah (2006), and Callon

trust the beneficial effects of evolutionary adaptation in the social as well as the biological realm. The
postulation of an evolutionary “invisible hand” of course opens another huge and exciting area of research
at the intersection between economics and philosophy.
and Muniesa (2006) discuss whether and in what sense the experimental practice can have a “performative” effect on economic reality – i.e. whether by experimenting one not only observes but also *creates* socio-economic entities that did not previously exist.
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<table>
<thead>
<tr>
<th>You</th>
<th>Defect</th>
<th>Cooperate</th>
</tr>
</thead>
<tbody>
<tr>
<td>defect</td>
<td>(5,5)</td>
<td>(10,1)</td>
</tr>
<tr>
<td>cooperate</td>
<td>(1,10)</td>
<td>(8,8)</td>
</tr>
</tbody>
</table>

Table 1: A prisoner’s dilemma game
<table>
<thead>
<tr>
<th>Treatment</th>
<th>Other factors ($K_i$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(putative cause)</td>
</tr>
<tr>
<td></td>
<td>Putative effect</td>
</tr>
<tr>
<td>Experimental condition</td>
<td>$X$</td>
</tr>
<tr>
<td></td>
<td>$Y_1$</td>
</tr>
<tr>
<td></td>
<td>Constant</td>
</tr>
<tr>
<td>Control condition</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>$Y_2$</td>
</tr>
<tr>
<td></td>
<td>Constant</td>
</tr>
</tbody>
</table>

Table 2: The perfectly controlled experimental design
Figure 1: Partners vs. Strangers
Figure 2: Effect of restart at round 10.